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Abstract

This paper is devoted to slowly varying additive fault detection with implementation of the observer-
filter to be designed. Sensitivity of the observer to the external disturbance is to be minimized by the
choice of its parameters. There are a lot of papers, devoted to fault detection issues, but such
problems with initially given spectral features of external disturbances are not a subject of serious
attention, in our opinion. External disturbances, which are considered in this research, can be
presented as a sum of harmonic oscillations with given central frequency (sea wave disturbance)
and a constant signal (ocean currents and wind). A suppression of the polyharmonical oscillations
influence is considered as HZ2-optimization problem, which can be solved with application of the
specific spectral approach in frequency domain. This approach is based on polynomial factorization
that can improve computational effectiveness of the observer design procedures. This also
guaranties nonuniqueness of the optimal solution that makes possible to provide integral action of
the residual signal relatively to the external disturbance for the case when at least two sensors are
used. The novel algorithm of adaptive fault estimation observer analytical synthesis is proposed and
its effectiveness is demonstrated by the numerical example of the fault detection process with
implementation of MATLAB package.
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CUHTE3 JETEKTOPA JUHAMHNYECKHUX CBO0EB C IPUMEHEHHWEM CIIEKTPAJIbBHOTI'O
NNoAX0JA KMIMO H; OIITUMHU3ALNHA

E.!. Bepemeii, f1.B. KHA3bKUH
CankT-IleTepOyprckuil rocyfapcTBeHHbIN YHUBepcUTeT, I. CaHKT-IleTepbypr, Poccus
AHHOTaNUA

Jannas paboma nocesweHa 3adaye cuHmesda Habawdamesaeli - uabmpos 049 06HaApyHceHus
go3delicmeust Mmed/eHHO MeHsloWuxcst addumusHulx JuHamuveckux cboes. TpeGyemcs
MUHUMU3UPOBAMb YY8CMBUMENbHOCMb 0emeKkmopa K 8HeWHeMy 803MYUjeHUI0 3a cyem 8bl6opa
napamempos Habaodameas. Hecmomps Ha cywecmeogaHue mMHO)cecmea pabom, NOC8SAUEHHbIX
06HapyceHuto c6oes, N0J06HbLIM 3adayam npu HAAUYUU U38ECIMHO20 CNEKMpa/abHO20 COCMAsd
BHEWHEe20 B03MYUeHUs, N0 HAulemy MHeHUl, He Oblio ydeneHO O0CMAMO4YHO20 BHUMAHUSL.
BHewHee so3delicmaue, paccmampusaemoe 8 daHHOU pabome, Modxcem 6blmb hpedcmas/eHo Kak
CYyMMA HECKO/NbKUX 20PMOHUK C U3BeCMHOU YeHmpaJ/abHoU wacmomoil (Hanpumep, Mopckoe
80/IHEHUe) U NOCMOSIHHO20 CuzHAa/a (Hanpumep, eempa U/au MOPCKo2o0 meuveHus). [lodassieHue
NO/AU2APMOHUYECKO20 B8O3MYWeHUsl paccmampuedemcss Kak 3adavya cpedHekeadpamu4HoU
onmumu3ayuu, 0151 peuwleHUsi Komopol npus/ekaemcs: cneyua/nbHblil cnekmpa/abHblll Nodxod 8
YacmomHoll o61acmu, UCNO/b3YIWUL napamempusayuio MHoxcecmea nepedamoyHbvix PyHKYuUll
3amkHymoll cucmembl. Imom nodxod OCHOBAH HA NOAUHOMUAJALHOU dakmopusayuu, 4Ymo
noswliaem 8blyUCAUMEAbHYI 3PhekmusHocmb npoyedypsul cunmesd. OH makice sapaHmupyem
HeeJUHCMBEHHOCMb  ONMUMA/AbHO20 peweHus, 4Ymo dadem B03MOXCHOCMb 0becheyumb
dono/siHUMebHbIE C8OolicMmea, makue Kak acmamu3m pPAa3HOCMHO20 CUZHA/AA OMHOCUMENbHO
B8HEWHE20 803MYUWeHUsl, 8 C/Ay4ae ecau UMEepsiemcsl HECKO/IbKO KOOPAUHAM COCMOSIHUSI 06seKkma.
IIpedaodcen Hosbvlll Memod aHaauMUYECKO20 cuHmMe3a adanmueHo2o demekmopa c6oes U ezo
agppekmusHocmb NpodeMOHCMPUPOBAHA HA NPAKMUYECKOM npumepe — O8UNCEHUU MOPCKO20
CyoHa 8 20pU30HMAJ/bHOLU NJAOCKOCMU C NOCMOSIHHOU ckopocmblo nod delicmeuem eempa u
MOPCKO20 80/HEHUS. /]l npo8edeHUs1 YUCAEHHO020 UMUMAYUOHHO20 MO0eaupo8aHust OUHAMUKU
cydHa ucnosv3zyemcs cpeda MATLAB.

KiloueBsle c/10Ba

JluHeliHo-keadpamuuHblli yHKYUoHAA; Hz-onmumusayusi; o6HapyxceHue c6oes; cheKmpa/abHblll
nodxod; ycmoiiuugocms,; acmamu3sm.

Introduction serious attention since the beginning of the 1970s,
regarding both the theoretical context and the
applicability to real systems [1-3]. Nowadays there
are a lot of various approaches, based on such
techniques as Principal Component Analysis (PCA)
[4, 5], neural networks [6, 7], asymptotic observers
[1, 2], parameter estimation [8, 9] etc. They can be
split two main categories: model-free approaches
(e.g. PCA), using any statistical criteria and model
based ones, based on given mathematical
description of the plant and usually including
asymptotic observers.

Model based fault detection has been hot
research area for the past decades (history of this
issue is described in details in the monograph [1]).

Complexity of the controlled plants is
permanently increasing that results in a significant
probability of various malfunctions, that can cause
degradation of the control effectiveness and, at
worst, instability of the system. These
circumstances make problems of safety and
reliability crucial. Quick fault detection is necessary
for well-timed correction of the control law to avoid
catastrophic consequences. The designed fault
detector must be simultaneously sensitive to the
fault and irresponsive to external disturbance, such
as sea waves one, wind, vibration etc., and the fault
detection issues usually deal with trade-off between
these properties. This problem has been paid
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As a result, various effective approaches have been
proposed for such systems as descriptor [10],
Takagi-Sugeno [11], nonlinear [12], switched [12],
stochastic [12, 13], Markovian jump [13, 14] ones
etc., and there are a lot of papers and monographs
devoted to this problem. However, some aspects of
fault detection observer synthesis are not fully
studied until now in our opinion. It is notable, that
such issues with initially known spectral structure
of the external disturbance are not fully studied
until now and there are a lot of situations (e.g.
marine ship motion process), where the external
disturbance (sea waves one, vibration etc.) has
given one, e.g. can be described as a random
Gaussian process with the given spectral power
density or as a sum of a few harmonics with known
amplitudes and frequencies. This feature can be
taken into account to improve effectiveness of the
adaptive observers, providing their filtering
properties.

The circumstances, mentioned above, motivate
us to research devoted to fault estimation observer
design for controlled plants affected by
polyharmonical external disturbances. The stated in
this paper H; optimization problem can be solved
with implementation of the special spectral
approach in frequency domain, based on
parameterization of the set of controllers,
proposed in [14, 15]. Similar methods, based on
polynomial factorization, have already been
applied to H; [17-20] and H. [21, 22]
optimization problems, including ones devoted
to fault estimation [23, 24]. They do not include
very complicated procedures (e.g. solving of
linear matrix inequalities (LMI)) that can
improve computational effectiveness of the
observer design procedures. The mentioned
property is crucial for systems with real-time
regime of operating, e.g. for onboard control
systems. The optimal solution of the considered
problem is not unique that makes possible to
provide additional properties, such as integral
action of the residual signal relatively to the
external disturbance that is necessary in the
considered example of the detector synthesis for a
marine ship.

The rest of this paper is organized as follows.
The next section introduces the equations of
controlled plant, external disturbance, observer-
filter and problem statement. Section 3 is devoted
to description of spectral approach to solution of
MIMO (Multiple Input and Multiple Output) H:

ISSN 2411-1473 sitito.cs.msu.ru

optimization problem with polyharmonic external
disturbance, used as base for investigation,
presented in this paper. Also we receive necessary
and sufficient condition of H; optimal suppression
of the harmonic oscillations. Parameter
computation process, based on modal synthesis, is
described in Section 4. Finally, in Section 5, we
describe overall results the investigation, merits
and demerits of the proposed approach and
mention some directions of the future research.
2. Problem statement
Let us introduce a linear time invariant plant
¥= Ax+Bu+Ef +Hd(t), 1
y =Cx, 1)

where xeR" is the state space vector, Ue R™ is
the control, d(t) is the scalar external disturbance,

feR" is the slowly varying fault, i.e. £0, and
y € R™ is output measured signal. All components
of the matrices A,B,C,E,H are known constants,
the pairs {A,B} and {A,C} are controllable and

observable respectively.
External disturbance d(t) for the system (1) is

treated as sum of a polyharmonical function and a
step one

Ng
d(t) = > Ay sin(o;t+¢;) +1(t)d,, 2)

i=1
where N, is the number of harmonics and Ay;, o;,
¢; are their amplitudes, frequencies and phases
respectively, d, is a constant value and 1(t) is

Heaviside step function. Let us suppose that the
central frequency of d(t) is ®=,.

Adaptive fault estimation observer-filter has the
following structure

= AX+Bu+v,

v(s) = L(s)(y - CX), (3)

r=C,(y-C%)=C, (x-%),
where v(t) eR" is the corrective signal, r(t) e R is
the residual signal and L(S) is the transfer matrix.
The residual signal is the fault message: if r(t) is

close to zero, then the plant operation is fault-free,
else a fault occurred. Parameters of the transfer
function L(S) characterize dynamics of the fault
detection process and they are to be designed by
the process of the optimal observer synthesis.

Cognitive information technologies in control systems
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Denote
ey =X—X, e, =Ce, =y —CX, (4)

then the error dynamics is written as
& =Ae, +Ef+Hd -v,

e, =Ce,, v(s)=L(s)ey, (5)
r= Erey =C,e,.
Let us consider the following values,

characterizing effectiveness of the filtration and
sensitivity to fault:

. 2
3o =IFig(jwo), 3 =|Fes (O], where (6)
F.q(s), F(s) are the transfer functions from

the external disturbance d(t) and fault f(t) to the
residual signal r(t) :

Frg =C,(sI-A+L(s)C)™H,
Fr =C,(sl-A+L(s)C)'E.

Remark that J, and J; are functionals of L(s),

(7)

and in such a way, we should design such L(s), that
Jo(L) > min, Jy(L) > max,  (8)

where Q, is set of L(s), providing stability of

received closed-loop system (7) . In the framework

of this research, the designed observer should be

insensitive to the constant disturbance, i.e. the

integral action of r(t) relatively to the signal d(t)
should be guaranteed, i.e.

Frg(0)=0. 9)

Firstly, we minimize the value J, ,

characterizing suppression of polyharmonical
disturbance and introduce auxiliary mean-square
optimization problem. Consider the following
auxiliary LTI plant:
where x,eR", u;eR™, A =AT , B,=-C',
H, =C! and d,eR" is a harmonic disturbance
with the frequency m=®,. Let us accept that
controller to be designed has the following tf-model
Uy = LT (8)x, = W(s)x, = W(s); Wy(s)xy, (11)
where W, (s), W, (s) are the (mxn) and (mxm)

polynomial matrix functions, and consider the
following functional

ISSN 2411-1473
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.
3,W) = Jim = [ (6 R, + kU] Qu,) ot =
L (12)
i L [aT 2, T
_T||_|l10_|_z|:(e e+k“u, Quy)dt,

where R=HH" , e :HTXl, Q is symmetrical

positive definite matrix (e.g. unit one), k is positive
value close to zero, and formulate an auxiliary
mean-square optimization problem
J>(W) —> min , (13)
WeQ,y

where Q,y is the admissible set of the controllers

(10). This set is such that all the roots of the
characteristic polynomial

A(s) = (A(5))" " det(WiB s — W, (5) A (5)), where (14)
Bis(5) = A(S)(sI — A) "By, A =det(A,) ,

are located in the open left-half complex plane.
One can see that Fy, (s) = Fli(s) and J, —=—>Jo-

3. Spectral approach to MIMO H; optimization

Firstly, we rewrite the functional (12) in
frequency domain

1 T 2pT
J,= F'([ trace[F (-S)RF, () + k*F (-S)QF, (s)[K (15)

K S (s)ds,
where Sy (o) =1-8(w—w,) and F (s), F, (s) are
transfer functions from d, to X; and u,

Fy, (8) =(s1 = A, =B,W) 'Hy,

(16)
R, (5)=W(sl - A; —B,W) ' H,

Dependency of the functional J, from the
controller W(s) is complicated and nonlinear, but it
is quadratic in F, (s), F, (s) and the problem (13)

can be solved by using of the approach, based on
parameterization technique, presented in [15]. It is
remarkable, that the method described below can
be applied to the plants with multidimensional
input, but it includes solution of the algebraic
matrix Riccati equations that results in increasing of
its computational complexity. Let us introduce the
adjustable function-parameter @(s).

D(s) = as)Fx, () +B(s)Fy, (5) (17)
where o(s) , P(s) are (mxn) and (Mmxm)

polynomial matrixes. These parameters can be
chosen in accordance to the approach, proposed in
[15]. Let us solve the following matrix Riccati

KOZHumUBHO-UH¢Op.Mal4UOHHble mexHos102uU 8 cucmemax ynpaesieHus
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equation
1 _
SA1+AIS—k—ZSBlQ 'B/S+R=0, (18)

and calculate them as follows

(s) =g =5 Q B[S, Be) =By =1 (19)

Then we denote
O(s) = A (s)B(s) + a(s)By (s),
B () = A(s)(s1 = A) "By, (20)

H(s) = A(S)(sl - A)'Hy, P(s) = (s1 - Ay),
consider presentation of the plant (10) in frequency
domain:

(sl-ApDF, -BF, =H,, 21

and express F, , F, , using formulae (17), (21)

Fe. ) . aHi _(sl-A, -B,
) w2 e

Now we apply Frobenius formula of block matrix
inversion, taking into account the equality

(B(s) +a(s)P7'By) ™ = A (S)(A(S)B(S) +
+a(s)B,(s) " = A®(s)(s),
to calculate the inverse matrix Mg
M (Pl B0 (9u(eP" By (s)@l(s)J
o~ -1 -1 -1 ’
— A () (s)a(s)P A(8)O7(s)
then substitute the computed M;,l to (22) and
express of F, (s), F, (s) as functions of ®(s):
Ry =F (P) = Hi(8)/ A(5) + By, ()0 () (s),
F,, = Fy, (@) = A(5)07(5)D (5),
where @ = (®—a,P'H;) . Also we denote
Bys = Dy (s — A +Bya) "By,
D, =det(sl — A, + Bj0,),

23)

to transform the transfer function ®(s) in simple
form
O7(5) = (0gBys + 1A ™ = A= Aag (Bysag +
+1AL) "By = AT - Addag (1 + Plelao)ilplel =
= A= Adag(P+Byog) "By = Al -

1
———— (D1 —oBys).

s —1s

Now let us consider the expression from
integrand in (14)

FoFo = F)fl RF, + kzF;Q R, (25)

(24)

-1 ap
—Aga DBy =

ISSN 2411-1473 sitito.cs.msu.ru

as function of the parameter (5(5) . Note that if we
choose the parameters a(s), B(s) by the formulae
(19), then
(B1sRBys + K’ QAA)O T =k*Q,

(this equality is proven in [15]), and (25) can be
converted to the equivalent form
FoFo =(T; + @ T,)(T, + T,®) + T, , where
Ti(8) = (ky/Q) OB RHy,/ A(9). To(s)=ky/Q, (26)
T5(5) = (H1sRH1)/ A (S)A (=5) — T1 () Ty (5).-

One can see that the summand T;(S) does not
depend on @, so a minimum value of J, is achieved
if and only if

joo
= [trace [(T; + ™ T))(T, + T, @)1, (s)ds
iny

reaches its minimum. In accordance to filtering
property of the delta function

JOC g * * _~
—J_ln Jtrace (T, (8) + () T, (S))(T,(s) + T, (s)D(s))]K
0

s=jmy !

K S, (s)ds = jitrace (T + & T)(T, + T,&)]
T

i.e. J, is function of &)(jmo) , and can be minimized

by choice such &D(jmo) that the expression (27) is
equal to zero:
T (Jop) + T (Jeop) Do () =0, or
@y (jop) = ~T, " (Joop) Ty (o) =
=—(k*Q) " O:"B1RHy, / A (8)]sjo, -
As a result, we substitute (28) to (23) and

receive dynamics of the optimal closed loop system
on the frequency o,

Fxl(j‘”o) =Hy;(joo)/ A(jog) +
By, (j0,)0 " (jooy)Dy (jog), (29)

Ful(j(’)o) = &(jwo)®71(j0)o)q)o(jmo)-

Finding of the matrices (29) does not complete
the solution of the problem (13): we have to
provide the desired behavior of the closed-loop
system with the help of controller (11) similarly to
[18].

Especially note that the controller provides the
optimal dynamics of the closed-loop system (10),
(11) on the frequency o, if and only if its transfer

(28)

matrix W(S) satisfies the following equation
W( jmo)Fxl(j(Do) = Ful(jwo) (30)

Cognitive information technologies in control systems
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The proof of this statement can be proved
similarly to the Theorem 4 from [18].
One can see, that (30) is equivalent to

LT(j(oo)Fxl(ij) = Ful(j‘”o)- (31)
4. Transfer matrix of the optimal observer

Fulfillment of the condition (31) from the
previous section is not enough, because it
guarantees only suppression of polyharmonical
external disturbance (2), and it is also necessary to
provide insensitivity to the constant one. Let us
note that the designed observer should
simultaneously suppress the external disturbance
effect and be as sensitive to the fault action as
possible and well known approaches, such as PID-
controller or speed control law [19, 20] cannot be
applied for solution of the issue, because they
suppress any constant effect. One can see, that

F.4(0) is function of the matrix L° =L(0) and (9)

results in
-1

(-A+L°C) H=¢,, (32
where €, is a vector satisfying the condition
C.e; =0, and its coordinates can be chosen in

process of the observer synthesis. The expression
(32) can be rewritten as the following system of
linear equations

L°Ce, = Ae, +H.
Remark 1. It is necessary to provide the relation
F. (0) # 0, e.g. establishing the additional condition

(-A+L°C) 'E=e,, C,e, #0.

Note that providing of the property (9) is not
always possible and it is remarkable that its
sufficient conditions can be written analytically in
case of small dimension systems, including marine
ships.

Example 1. Let us formulate such conditions for
the problem considered in the next section: a
transport marine ship moving on the horizontal
plane with constant longitudinal speed presented
by the model (1) with the following parameters:

a a 0 h
A= a11 a12 0|, H= hl C—(l 0 0)
- 21 22 4 - 2 | - 0 0 1 4
0 1 0 0

Vector xe R® consists of three components:
drift angle, angular velocity and yaw angle; drift
angle and yaw are measured. Let us denote

coordinates of L° as

sitito.cs.msu.ru

CPRLP
L = LO)=| 11 12 |,
ETR CP
and consider components of (— A+ LOC)f1 H:

(—A+ LOC)_lH =;o'
det(- A+L°C)
hyly, —holyp a0l —a50hlg,
| Agalsy —g3M, sy + Mol ls; — Pl olsy —hylogls, +Pulyolgy |
ap1hy —ayh, +holyy —hylpy —agohyls + a5, 5,
One can see, that the third component of the
received vector depends only on the first column of
L(s) and if we choose C, =(0 0 1), then (9) is
equivalent to the equation
10y —ay 1, +holyy —hylyy —aghyls; +aphl;, =0.(33)
Now consider the functional J;(L) (6),
characterizing sensitivity to the fault and
demonstrate its dependency from the degree of
stability of the closed-loop system. Let us
implement the theorem of roots distribution [20,
25]: any polynomial A(S), deg A(s)=n with the
degree of stability o >0 has the corresponding
vector y e R™, such as A(s)=A'(s,7), where

A'(s,y), if [ is even;

A(s,y) :{ 34)

(s+ an*+1(y'ast))£*(sy'Y), if i isodd; (

n

Nsy)=]]6 +a(raps+a)(r.ay)),

i=1
ail(Y'OLst) = 20Lst + Yizlv
& (1,05 = 0 + Vil +¥ip i =107, (35)
a.. (y,0y)= Vit N =[/2],
Y= {Y111Y1217211Y22:---vYn*lnYn*zlYn*o}-

Let us parameterize the characteristic
polynomial A(S) (14) by the formulae (34), (35)

and consider the value
N -

n «
A0y )=]Ta(r" as) =] T (e +vifos +vi3) 2 all -
i=1

i=
The polynomial A(S) is denominator of the
transfer function from fault to residual signal F(s),
i.e. the value J, is inversely proportional to o and

can be increased by its choice determining the
trade-off between stability and sensitivity to fault
signal.
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Finally, let us design stabilizing controller W(s)

(11), satisfying the conditions (30), (9) using modal
synthesis. Sincerely, it cannot be realized directly,
because dependency of the characteristic
polynomial (14) from the transfer matrix W(S) is

nonlinear in case of m>1. One of ways to avoid this
difficulty is to find the columns I, (s), k=1,K m, of

L(s)=d,(s) I,(s) K 1,(s)), i.e.therows of the
controller W(s) :

Wy (8) = 1 (8) =Wy (5)/ Wy (5), k=LK m,

Wy (S) , Wy (s) are
polynomials, consequently, designing m close-loop
systems in the following way. Note that w,(S) can

polynomial rows and

be constructed in any order, but suppose that they
are designed from 1*' to m™ for simplicity. Denote
Bis(s) =(bys(s) bys(s) A byg(s)) :
Ao(8)=A(S), bl =bis(s), f=1m, Hi=Hy,
define k=1 and consider the plant (10) in
frequency domain:

A1 (8)%,(5) = D bISH(s) Uy (s) + Hi (5)dki (5) .(36)
i=k

On the k™ step we design the feedback
Ui (8) =Wy (8)%,(S) , Wy () =Wy (S)/ Wy () ,(37)
solving the equations
A1 (8)Wa () ~ Wi ()0 (8) = A (), (38)
Wy (Jooo)F, (Jeog) = F (o )( oo )Way (o) , (39)
where A, (S) is a defined polynomial for the closed-

loop system on this step, Fl:(jmo) is the k™ row of

F,, (i) and taking into account the conditions of
the integral if F4(0) depends on
I,(0)=w; (0) . Let us note, that A, ,(s) and
coordinates of bf;*(s) can have common roots and

they should be roots of A, (S). Then we substitute

calculated feedback (37) to (36) and receive the
following expression

(18, 5(8) -, )x,(5) = 3B (8) Uy (5) + HE (5)d(s)

i=k+1

action

and rewrite it as

A (8)X4(s) = fjbiﬁ (5) U; (5) + Hi; (5)d, (5), where (40)

i=k+1

bis (s) = A ()14 4 (5) — big ()W () bl (s), (41)

ISSN 2411-1473 sitito.cs.msu.ru

Hi (5) = A (S)(1A 4 (5) —big (5)W, () THE (s) - (42)

Then k increase and calculations (37)-(42) are

repeated. Finally, we receive
L(s)=(w] (s) wji(s) K wiy(s)). Note that the
polynomials A, (s) , k=1LKm can Dbe

parameterized in accordance to the formulae (34),
(35), polynomial A(S)=A(S) chosen on the final

step, is the characteristic polynomial (14) and it
must be a Hurwitz one.

5. Example of Synthesis

Let us illustrate the practical implementation of
the proposed approach by the example of the
marine ship yaw motion. Assume that its model (1)
has the following matrices:

-0.0936 063 O 0.0196
A=| 0048 -0.072 0|, B=E=|0.0160 |,
0 1 0 0
0.41
H =1 0.0076 |, Cz(l 0 O),
0 0 01

and external disturbance d(t) can de expressed by
the formula (2) as
d(t) =sin(m,t) +0.1sin(0.9m,t) +0.1sin(L. 1o, t),
w, =045.
State vector Xx=( ® (p)T e R? consists of drift

angle, angular velocity and yaw angle. Let us choose
C,=(0 0 1), Q=I, k=0.01. Then we compute

transfer functions from (14), (20)
A(s) =s®+0.8106s2 +0.0367s,

-2 -0.717s -0.048
B, (s)=| —0.634s —5—0.0936 )
0 —s2-0.8106s —0.0367
0.048
H, () = s+0.0936 ,
s2 +0.8106s + 0.0367
solution of the matrix Riccati equation (18)
0.0041  7.94.10° 1.937-10°
S=| 7.94.10° 1.628-10° 2.335.107 |,
1.937-10° 2.335.107 6.554-10°
parameters o, B, from (19)
-40.919 -0.7940 -0.0194
0~ (— 0.0194 —0.0023 —0.0655) o=
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calculate transfer functions of the optimal closed
loop system on the frequency ®,:

0.0248+0.04
F (jop) =| ~1.34-217j | ,
—2.184j
~0.0485-0.01191 jj

F i =
 {Jo) ( 0.0168
and, taking into account (32), receive

L(s) = ! -
s*+358 s° —3.29 s2+0.73s —0.708

7.43 $°+9.38 52 +1.5 s+1.9
1495s*-1.1s+s2-0.225+1.4-10'K
—~6.63s* +5.32-10*s% —1.34352

s* +4.342 s* +6.583 5% + 6.453 s
K 1.37 $*+1.219 s
—6.227s* —0.85+8.43-10°°

Fig. 1 represents frequency responses A, and

A of the transfer functions F and F; of the
closed-loop system with L(S) computed in this
section. The curve A, is close to 0 on zero
frequency and in the area of the central one o, i. e.
effect of the disturbance d(t) is

successfully suppressed. Fig. 2 illustrates fault
detection process: the constant part of the external
disturbance intensifies at 100 s., but residual signal
returns to zero, and the fault, occurred at 300 s. is
successfully detected.

external

2000 :

1500

1000

500

Fig.1. Frequency responses of the transfer functions F
and F;

sitito.cs.msu.ru
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-1500

-2000

0 100 200 300 400 500 60O

Fig. 2. Fault detection process
6. Conclusion

A novel special approach in frequency domain to
H;-optimal fault detection observers design is
proposed and described in details in this paper. The
presented method can be used for a wide spectrum
of practical control applications concerned with
plants affected by harmonical oscillations, such as
various marine vehicles.

Proposed approach to Hz-optimization is based
on polynomial model presentation and the special
parameterization technique for the transfer
matrices of the closed-loop system. Its main feature
is guaranteed no uniqueness of the problem
solution that makes possible to design fault
detection observers analytically and provide their
additional properties, e.g. insensitivity to constant
external disturbance effect.

Working capacity and effectiveness of the
proposed method are illustrated by the numerical
example: plane motion of a marine ship, considered
as LTI plant of 3-th order.

Sincerely, the described approach has also some
demerits. Firstly, it is the absence of universal
conditions for integral action. Secondly, the
proposed multistep method of modal synthesis can
be intractable problem for high dimensional
systems with many outputs. Overcoming of these
negative features is the main direction of the future
research. Thirdly, it is necessary to propose
algorithm of adaptive threshold [1, 4] design.
Finally, robust features or various delays should be
taken into account in the sequel.
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