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Abstract

Pretty often small research scientific groups do not have access to powerful enough computational
resources required for their research work to be productive. Global computational infrastructures
used by large scientific collaborations can be challenging for small research teams because of
bureaucracy overhead as well as usage complexity of underlying tools. Some researchers buy a set of
powerful servers to cover their own needs in computational resources. A drawback of such approach
is a necessity to take care about proper hosting environment for these hardware and maintenance
which requires a certain level of expertise. Moreover a lot of time such resources may be
underutilized because a researcher needs to spend a certain amount of time to prepare
computations and to analyze results as well as he doesn’t always need all resources of modern multi-
core CPUs servers.

The JINR cloud team developed a service which provides an access for scientists of small research
groups from JINR and its Member State organizations to computational resources via problem-
oriented (i.e. application-specific) web-interface. It allows a scientist to focus on his research domain
by interacting with the service in a convenient way via browser and abstracting away from
underlying infrastructure as well as its maintenance. A user just sets a required values for his job via
web-interface and specify a location for uploading a result. The computational workloads are done
on the virtual machines deployed in the JINR cloud infrastructure.
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OBJIAYHBIA CEPBUC OMAM A1 HAYYHBIX U HH)KEHEPHBIX PACYETOB

H.A. Banamog!, M.B. bamamun?, P.U. Kyyymos?, H.A. KytoBckuiil, U.A. Cokos10B1
1 06'befHEHHBIA HHCTUTYT S/lepHBIX UccaeoBaHul, I. [ly6Ha, Poccus
2 CaHkT-IleTepbyprckuil rocyapcTBeHHbIN yHUBepcuTeT, I. CaHkT-IleTep6ypr, Poccus
AHHOTanus

Yacmo HeGosbuwiUe HAY4YHble KOAJAEKMUBbl CMA/AKusarwmcs ¢ de@uyumom 6biMUCAUMENbHbIX
MoujHocmeli 04151 npodyKmMu8HO020 8bINOJIHEHUsI C8OUX UcCAedosamenbCckKux pabom. Hcnosivb3osaHue
2/10060/1bHbIX 8bIYUCAUMENbHBIX UHPHpACMPYKMYp, A84510uWuxcst ocHosol UT-naamgopm 6oabuiux
HAy4HbIX KO/AA60payuli, 3a4acmyio Moxcem coepicusamscsl 8bICOKUMU OHOPOKpamuyeckuMu
HAKAQOHbIMU  pacxodaMmu, d mMakyce CJAO0NHOCMbI0  UHCmpymeHmapus. Hekomopule
uccnedosamesbCKue Ko//A€KmMuebl 0151 NOKPbIMUSL C80UX HYHCO 8 Bbl4UCAUMEAbHbIX Pecypcax
npuobpemarm MoujHvle cepeepd, 00HAKO MAkol hodxod umeem c80U He2amMueHble CMOPOHbL:
Heobxodumocmbs obecnevums coomeemcmayoujue yca08us pabomul 0151 060pyd08aHUS U HAAUYUE
coomeemcmayuwezo yposHs kKeaaugukayuu 0458 8800a 8 3IKCnayamayur u nocaedyoujezo
o6cayxcusaHus. bosee mozo, nodzomogka 3anycka 8bI4UCAUME/AbHBIX 3a0aY, a makice o6pabomka
U aHaU3 UX pe3y/1bmamos mpebyrm HeKomopozo Ko/Au4ecmed 8peMeHU, 8 mevyeHue KOmopozo
daHHoe o6opydosaHue 6ydem npocmausams. I[lomumo 3mozo, He 8cezda cyujecmayem
Heobxodumocmb  3dz2pyxcams 6ce MOWHOCMU UYeHMpA/abHO20 Npoyeccopa Co8PeMeHHbIX
MHO20510epHbIX ~ 8bIMUCAUMENbHbIX ~ CUCMEM, 4mo modce CcHuxcaem 3ggekmusHocmb
UCNO163080AHUSI CUCMEMDbI.

CompyoHuku Jlabopamopuu uH@dopMayuoHHblX mexHoa02ull 06BeduHéHHO20 UHCmumyma
s0epHbIX uccsiedogaHull, 3aHuUMarujuecs pasgumuem O00/4AYHbIX MexHoJ/02ull, paspabomanu
cepsuc, Komopulii hpedocmas/isiem y4éHoiM U HeboAbWUM Uccaedogamenbckum epynnam OUAH u
Op2aHu3ayull u3 e2o0 CMPAH-y4acmuuy, UcCnblmelearuum Jdeduyum 8 BblHUCAUMENbHBIX
MOWHOCMSIX, B03MONCHOCMb NOJIy4eHUs1 docmyna K CHémHbIM pecypcam nocpedcmeoM npobaemMHo-
opueHmMupog8aHHozo 8eb6-uHmepdelica. /JlaHHbll cepsuc no3gosem ucciedogamesto NOJAHOCMbIO
cocpedomovumuvbCsi HA 8bINOJHEHUU HAYYHOU vacmu ceoeli pabombel U abcmpazuposamvCcsi om
C/I0MCHOCMU  0p2aHU3AYUU 8bIMUCAUMEAbHO20 npoyecca U UH@Ppacmpykmypbl, d makdce eé
o6cayxcusarHuu. Om nosb3osamenss daHHO20 cepsuca mpebdyemcsl 8ce20 AUWb yKa3ams 8 8e6-
uHmepdgelice 3HaueHus1 011 napamempog ez2o 3adavu u adpec 015 3a2py3KuU pe3y.1bmamos cyéma.
Bcs  gbivucaumenvHass vacmes 6ydem B8bINOJHEHd HA BUPMYA/IbHbIX MAWUHAX 064a4HOU
uH@pacmpykmypwsi OUAH.

KiloueBsbie c/10Ba

06/1ayHble MEeXHO/02UU; NPOSPAMMHOE obecneyeHue KAK Ycaye2a; ee6-npujoiceHue; YeHmp
06pabomku OQaHHbLIX; 8UPMYAAU3AYUS, BUPMYA/IbHAS MAWUHA; NPO2PAMMHO-onpedessemoe
XpaHu/uuje JaHHbIX.
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Introduction

The JINR scientists participate in a lot of
scientific research projects. Some JINR research
groups are part of the large international
collaborations which use global computing
infrastructures (e.g. such as World-wide LHC
Computing Grid [1]) for data management,
processing and analysis. But some research teams
are doing on their own including an in-house
development of applications. Pretty often such
researchers do not have access to powerful enough
resources required for their work to be productive. It’s
pretty wide-spread practice to do computations on own
laptops or PCs which may last days or even weeks.
Others buy powerful desktop servers and offload
computational work there. However possible
drawbacks of such approach are the following:

A necessity to take care about proper hosting
environment for these hardware (it’s common to place
such hardware in the office where temperature and
humidity might be far from optimal for servers
operational mode especially during warm seasons. That
leads to additional expenses for climate equipment
what in turn might decrease a comfort level for humans
located in the same office not only due to additional
source of noise and lower temperature. Moreover it’s
very desirable to run such pretty expensive hardware as
servers using uninterruptible power supply (UPS)
which is not always the case for office;

Equipment  maintenance  (operating  system
installation and updates, firewall settings, shared
network storage if needed, so on) what requires a
certain level of expertise;

Resources under-utilization (researcher needs to
spend a certain amount of time to prepare computations
and to analyze results as well as he doesn’t always
need all resources of modern multi-core CPUSs servers).

So taking listed above drawbacks into account the
JINR cloud team developed a service which provides
an access for scientists of small research groups from
JINR and its Member State organizations to
computational resources via problem-oriented (i.e.
application-specific) web-interface.

Implementation

One of the motivation behind the JINR cloud
infrastructure [2] deployment were to simplify an
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access for scientists to computational resources as
well as to increase a hardware utilization what
cloud technologies cover both.

Normally a user interacts with the JINR cloud via
web-interface which allows him to manage virtual
machines (VMs) within his quotas and use those
VMs as intended. But even such workflow can be
simplify by creating application-specific web-forms
where user just needs to set a proper values for
parameters of certain application, define an amount
of required cloud resources and specify a location
for job results. An implementation of such approach
transforms the JINR cloud from pure Infrastructure-
as-a-Service platform (laaS) into Software-as-a-
Service (SaaS) one - the JINR cloud service for
scientific and engineering computations (or JINR
SaaS for short).

The main components of that service as well as a
basic schema of a workflow are shown on the
Figure 1 and described below.

Web-portal

A user interacts with the whole service via web-
portal only which is a client-server web-application.
Its server part is based on a Django framework [3]
which implements so called “Model-Template-View”
architecture. That web-application communicates
with IdleUtilizer component via remote procedure
calls (RPC) encoded in XML format (i.e. via XML-
RPC).

A client part of the service which user interacts
with via his browser was developed using Bootstrap
3, AJAX, JavaScript, HTML5 and CSS. It allows to
select a particular application, define its input
parameters (it also validates them) and to initiate a
job submission. The server part of the web-app gets
these information and based on it forms a request
for IdleUtilizer.

IdleUtilizer

Initially the IdleUtilizer (IU) was developed to
increase an overload efficiency of the JINR cloud
facility utilization at the cost of loading its idle
resources by jobs from the HTCondor batch system
[4] used by NOvVA experiment [5]. But when a
necessity to develop the JINR cloud service for
scientific and engineering computations appeared it
was decided to extend IU’s functionality.

Parallel and distributed programming, grid technologies, programming on GPUs
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Figure 1. A basic schema of workflow and main components of the JINR cloud service for scientific and engineering computations

In that context the IdleUtilizer plays two main
tasks:

e gets information defined by wuser for
computational jobs execution including
characteristics of required resources as well
as input parameters for computational job;

e manages VMs in the cloud (instantiates
requests for VMs creation, checks requests
status, deletes VMs, etc) and users’ jobs in a
batch system (submits user job, checks its
status, cancel submitted job upon user
request and so on).

All TU elements were designed to be flexible,
testable and easily modifiable in case of changes in
external services’ interfaces. At the time of writing
that article the IU supports OpenNebula-based [6]
clouds and HTCondor-based batch systems.

Currently IU consists of the following elements:

src.config which is responsible for reading of
configuration files as well as their representation in
a form understandable by other IU’s elements);

src.config_generator allows to create
configuration file with default values;

src.logger initializes and defines IU events
logging;

src.daemon provides an ability to work in

daemon mode in a background;

src.rpcapi defines RPC API methods and wraps
other modules methods provided via RPC AP]I;

src.rpeserver which is responsible for RPC
stream and its API registration;

libs.schedulers.htcondor is a driver for HTCondor.
It hides low-level and HTCondor-specific methods.
Interactions with HTCondor master node is done by
executing BASH-scripts via SSH-protocol.

src.schedulers loads a corresponding batch
driver and delegates queries to it;

libs.jobs.htcondorjob allows to create job files for
HTCondor using a template, upload them to remote
server and delete them;

srcjobs which is responsible for loading job
template for certain driver and delegates queries to
it;

libs.clouds.opennebula is a driver for OpenNebula.
It hides low-level and OpenNebula-specific methods.
Interactions with that cloud platform is done via its
XML-RPC protocol.

src.clouds loads cloud driver and delegates
queries to it;

src.request_stogate provides an interface for
database. Only TinyDB which keeps its state in a
JSON-file is supported at the time of writing that
article.
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src.request implements operations needed for
requests processing (creation of VM, job file and so
on).

HTCondor batch system

JINR pub and priv
subnets

Priv subnet
for storage
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Each separate user job initiates a creation of
dedicated set of computational resources - virtual
machines in the JINR cloud infrastructure. These
VMs become worker nodes for HTCondor-based
batch system.
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Figure 2. The JINR cloud Raft HA architecture

OpenNebula-based cloud infrastructure

The JINR SaaS implements modular architecture
to enable job submission to various computational
back-ends. At the moment of writing that article it's
possible to use OpenNebula-based clouds where
VMs are created for running a real workload. The
JINR cloud is used as a computational back-end for

the service for scientific and engineering
computations. That cloud infrastructure a schema of
which architecture is shown on the Figure 2 uses a
distributed consensus protocol to provide fault-
tolerance and state consistency across its services.
According to OpenNebula documentation a
consensus algorithm relies on two concepts:

Parallel and distributed programming, grid technologies, programming on GPUs
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System State what in the case of OpenNebula-
based clouds means the data stored in the database
tables (users, ACLs, or the VMs in the system);

Log what is a sequence of SQL statements that
are consistently applied to the OpenNebula DB in all
servers to evolve the system state.

To preserve a consistent view of the system
across servers, modifications to system state are
performed through a special node called the
“leader”. The OpenNebula cloud front-end nodes
(CFNs) elect a single node to be the leader. The
leader periodically sends heartbeats to the other
CFNs called followers to keep its leadership. If a
leader fails to send the heartbeat followers promote
to candidates and start a new election.

Whenever the system is modified (e.g. a new VM
is added to the cluster), the leader updates the log
and replicates the entry in a majority of followers
before actually writing it to the database. It
increases the latency of DB operations but enables a
safe replication of the system state and the cluster
can continue its operation in case of leader failure.

Following the OpenNebula documentation
recommendations the JINR cloud has odd number
of front-end nodes (it is three in our case and they
are represented on the Figure 2 identically to one
marked by the black numeral “2” in the same color
square) which provides a fault-tolerance for 1 node.

KVM-based Virtual machines (VMs) [7] and
OpenVZ-based containers (CTs) [8] are running on
cloud worker nodes (CWNs) marked on the Figure 2
by numeral “1” in a grey square.

All CFNs and CWNs are connected through 10
GbE network interfaces to the corresponding rack
switch which in its turn are connected to the router.

Apart from the locally deployed CWNs the JINR
cloud has some amount of external resources from
the partner organizations of JINR Member State
(see [9] for more details) which also can be
transparently accessed via the same web-interface.

Ceph-based software defined storage

Other key component of the JINR cloud
infrastructure and the JINR SaaS service is a
software-defined storage based on Ceph [10]. It
delivers object, block and file storage in one unified
system. According to Ceph documentation each
ceph server can play a single or few roles which are
the following:

sitito.cs.msu.ru

Monitor (mon). It maintains maps of the cluster
state, including the monitor map, manager map, the
OSD map, and the CRUSH map. These maps are
critical cluster state required for Ceph daemons to
coordinate with each other. Monitors are also
responsible for managing authentication between
daemons and clients. At least three monitors are
normally required for redundancy and high
availability;

Manager (mgr). It is responsible for keeping
track of runtime metrics and the current state of the
Ceph cluster, including storage utilization, current
performance metrics, and system load. The Ceph
Manager daemons also host python-based plugins
to manage and expose Ceph cluster information,
including a web-based dashboard and REST API. At
least two managers are normally required for high
availability;

Object storage daemon (OSD). It stores data,
handles data replication, recovery, rebalancing, and
provides some monitoring information to Ceph
Monitors and Managers by checking other Ceph
OSD Daemons for a heartbeat. At least 3 Ceph OSDs
are normally required for redundancy and high
availability;

Metadata Server (MDS). It stores metadata on
behalf of the Ceph Filesystem. Ceph MDSs allow
POSIX file system users to execute basic commands
(like s, find, etc.) without placing an enormous
burden on the Ceph Storage Cluster.

Apart from these daemons there is RADOS
gateway (RGW) which provides interfaces for
interacting with the storage cluster.

The JINR Ceph-based SDS deployment schema as
well as each server roles are shown on the Figure 3.

Ganglia-based monitoring system

To get an information about various metrics
(CPU and memory usage as well as disk and
network i/0) of HTCondor WNs what are deployed
and run on cloud VMs a ganglia-based monitoring
system [11] is used. One of its advantage over other
similar systems is that topology-agnostic what
means nodes monitored by ganglia-agents (called
gmond) can dynamically appears and disappears
without a necessity to restart core services on the
ganglia head node, i.e. a topology of a monitored
system can dynamically changed.
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Figure 3. The schema of the Ceph-based software-defined storage deployed at JINR
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Figure 4. A screenshot of ganglia web-interface with overview of WNs and its CPU load

It's exactly the case when HTCondor WNs are
created on cloud VMs upon user requests by
submitting a job via the JINR SaaS web-portal.

A screenshot of ganglia web-interface with
overview of WNs and its CPU load is shown on the
Figure 4.

So the complete workflow can be described as
below.

A user logs in on the web-portal via his web-
browser. Initially a first tab “Creating a job” is active
where the user needs to do few actions:

e choose a certain app he wants to run;
e define a set of values for the parameters of
selected app if there are any;
e specify an URL for uploading results
including job’s stderr and stdout files;
e press “Submit” button.
As soon as “Submit” button is pressed the user is

redirected to “Jobs results” tab of the web-interface.
At the same time the server part of web-app
contacts IdleUtilizer by sending to it a request with
user-defined values for computational resources
and input parameters. IU validates these request
and queries the JINR cloud service to create a
specified number of VMs with given size in terms of
CPU cores and amount of RAM. If a total amount of
requested resources is within user’s quotas then
VMs are instantiated from predefined template and
disk image. At that stage the user sees “pending”
status in a “Status” column of the web-interface.
After that IU tries to reach VMs via network what
corresponds to “booting” status. As it was
mentioned before all VMs are created from single
VM template and image. The last one has a set of
pre-installed software components such as
HTCondor worker node (to transform that VM into

Parallel and distributed programming, grid technologies, programming on GPUs
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batch system computational host), ceph client (for
mounting network share from distributed storage
where application itself is installed and will be
executed from as well as output results will be
produced) and ganglia monitoring client (for
enabling a possibility to track VM’s metrics and
status). As soon as operating system (0S) on VMs is
booted the ganglia monitoring client starts to send
monitoring metrics to ganglia head node and the
ceph client mounts remote share as well as the
HTCondor worker nodes (WNs) daemon starts and
tries to reach the HTCondor master node to report
about own readiness to take a load. During that
stage the IU attempts to get WNs hostnames from
HTCondor master node what corresponds to
“bootstrapping” status in terms of IU. As soon as
WNs hostnames become known the IU submits a
user job to HTCondor queue. “Executing” status
means that the job is executing on the WNs. When

ISSN 2411-1473
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the job is finished successfully the user in the web-
portal sees status “terminating” which means the IU
sends a request for VMs termination. After that the
job gets status “Done” and the user can download
the output files at the specified URL.

For the moment there are interfaces in the web-
portal for two applications:

“Hello test” which is used for testing purposes
and “Long Josephson junctions simulation” which
allows to simulate Long Josephson junctions (L]])
using in-house developed application [12] by
collaboration of colleagues from Bogoliubov
Laboratory of Theoretical Physics and Laboratory of
Information Technologies (LIT).

A brief description of the web-interface for LJ]
simulation is given below.

The web-portal of the JINR SaaS is available at
the URL: http://saas.jinr.ru. Its login page looks like
on the Figure 5.

JINR CLOUD SERVICE

for scientific and

engineering computations

User name

Figure 5. A screenshot of the login page of the JINR SaaS
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Creating a job

App

Hello test .

Long Josephson junctions simulation

Resources

Number of VMs: CPU per VM: RAM per VM (GB):

1 o 1 2 1 &

Job parameters

Parameters Matrix parameters Spatiotemporal
N: Xdelta Sl Yes
5 2 0.05 -0.05
L B!
10 0.1 View Matrixes L
lo Imax .
0.01 11 0.05
Idelta: Ti
0.005 E View Matrixes C
TH Hext.
100 0.0
Noismax
0.0

URL for uploading job results:

ftp://10.93.221.96/pub

Advanced mode =

IdleUtilizer's IP:
10.93.223.254:8000

Job description

Edit

work_dir = /mnt/mpi/jobs

universe = parallel

executable = $(work_dir)/openmpistart

jobname = Ijj

arguments = $(work_dir)/ljj-config.bin $cfg_remote_path
machine_count = $host_count

request_cpus = 1

Iwd = $(worlk_dir)

Requirements = TARGET.FileSystemDomain == "ndisk"
log = $(work_dir)/$(jobname).$(Cluster).log

output = $(work_dir)/$(jobname).$(Cluster).out

error = §(work_dir)/$(jobname).$(Cluster).err
when_to_transfer_output = ON_EXIT
should_transfer_files = YES

output_destination = $url

aueue

Figure 6. A screenshot of the web-page where the user can choose required application and set a values for its parameters
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Job list
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.
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booting Cancel

done

done
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Figure 7. A screenshot of the "Jobs results” tab with job statuses

To start working a user has to be authenticated
by the JINR SaaS service. After successful
authentication the user will be able to choose
certain application as well as set a values for its
parameters (see Figure 6). An advanced mode
provides an ability to change IdleUtilizer's IP
address as well as to edit a HTCondor job
description. That mode can be activated by enabling
a corresponding checkbox. It's useful for debug
purposes and normally shouldn’t be used by the
regular users.

As soon as the user set the values for all required
parameters one needs to click on the “Submit”
button to submit a job. After that step the user will
be redirected to the tab “Jobs results” where he can
track a progress of a job execution. A screenshot of
corresponding web-page is shown on the Figure 7.

Resources

Some amount of computational resources in the
JINR cloud researchers get at no cost. But if a
necessity in them is higher than such share then
scientists may consider a scenario of buying more
resources at own cost, hosting them at the LIT data
center with proper environment already set (UPSes,
climate equipment, censors and monitoring system)
and integrating bought capacities into the JINR
cloud. A corresponding user or group quotas on

resources are set to the values within bought ones.
It guarantees that the owner of these resources will
always have at his service such amount of them
with some agreed maximum delay. The other side of
the agreement is that idle resources can be used for
other projects and tasks. Whenever an owner of
such resources will request them he will get ones
within certain period because running on those
resources jobs need to be finished.

Future plans

It is planned in the nearest future to add a
HybriLIT heterogeneous cluster as one more
computational back-end of the JINR SaaS service.

Apart from that more applications developed by
research groups from JINR and its Member State
organizations are planned to add into that service.

A work on adding on the “Creating a job” tab an
information about free and occupied resources
within user quotas is in progress. Such feature will
help users to determine currently available cloud
resources and will make the job submission process
less error-prone.

Conclusion

The JINR cloud team developed a service which
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provides an access for scientists of small research
groups from JINR and its Member State
organizations to computational resources via
application-specific =~ web-interface. It allows
scientist to focus on his research domain by
interacting with the service in a convenient way via
browser and abstracting away from underlying

ISSN 2411-1473 sitito.cs.msu.ru

required there is an option to buy capacities at own
cost and integrated them into the JINR cloud at the
LIT data center where proper environment for
hardware is already set. That way an overall
hardware utilization efficiency is increased to due a
possibility to be used by other users of the JINR
cloud when such capacities are idle.

infrastructure as well as its maintenance. A user just
set a required values for his job via web-interface
and specify a location for uploading a result. The
computational workload are done on the VMs
deployed in the JINR cloud infrastructure.

Some amount of the resources are provided for
the researcher for free. But if more ones are
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