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Abstract

We present a new dynamic index structure for multidimensional data. The considered index
structure is based on an extended grid file concept. Strengths and weaknesses of the grid files were
analyzed. Based on that analysis we proposed to strengthen the concept of grid files by considering
their stripes as linear hash tables, introducing the concept of chunk and representing the grid file
structure as a graph. As a result we significantly reduced the amount of disk operations. Efficient
algorithms for storage and access of index directory are proposed, in order to minimize memory
usage and lookup operations complexities. Estimations of complexities for these algorithms are
presented. A comparison of our approach to support effective grid file structure with other known
approaches is presented. This comparison shows effectiveness of suggested metadata storage
environment. An estimation of directory size is presented. A prototype to support of our grid file
concept has been created and experimentally compared with MongoDB (a renowned NoSQL
database). Comparison results show effectiveness of our approach in the cases of given point lookup,
lookup by wide ranges and closest objects lookup when considering more than one dimension, and
also better memory usage.
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Paccmampugeaemasi cmpykmypa uHOeKca OCHO8AHA HA KOHYenyuu cemovHbuix ¢atisnos. bbuii
npogedeH aHAAU3 CU/bHBIX U CAA6bIX cCMOpPOH cemouHblx ¢paiinos. Ha ocHose pesyabmamos
JaHHO20 aHa/U3a npedsI0XHCeHo ycu/ieHue KOHYenyuu cemodHwvix ¢aiinoe nymem pacmompeHusi
nooc (stripes) amux ¢atizios kak AuHetiHbIX Xew-mab.auy, seedeHust noHsmuu cezmenma (chunk) u
npedcmasJieHusi Cmpykmypul cemoyHozo ¢aiina e sude epaga. B pezyabmame Mbl cyujecmeeHHO
coKkpamuau Ko/au4ecmeo OJuckogvix onepayutl. IIpedaodxceHvl 3dgekmusHble aszopummbl
XpaHeHusi u docmyna K dupekmopuu uHdekca, umerujue yeabio MUHUMU3AYU0 3ampam namsimu u
ca0xcHOCMU ohepayuli houcka. lIpusedeHbl 0YeHKU CA0HCHOCMU 3mux as12o0pummos. I[IpedaosxceHo
cpasHeHue Hawezo nodxoda K noddepicke 3gpdekmusHblx cemouHblX Pailios ¢ U38eCMHbIMU
nodxodamu ycusneHusi KoHyenyutl cemo4Hblx atinos. CpasHeHue nokasvieaem 3gpdexkmusHocms
npeoaoxceHHol cpedbl XpaHeHusi 0451 MemadaHHwlx. IIpedaoxceHa oyenka 048 pasmepa
dupekmopuu. B HaweMm cayvyae Oupekmopus 3dHUMAem MUHUMA/JAbHOE Ko/u4vyecmeo 6aiimos
namsimu. Paspabomax npomomun 0.5 noddepicku npusedeHHOl KOHYenyuu cemo4Huix ¢atiios.
BbvinosiHeHO 3KkcnepuMeHmMaJibHoe cpagHeHue npomomuna ¢ MongoDB (wupokxouzeecmuast NoSQL
6a3a daHHbIX). Pe3ysbmambul cpasHeHusi nokaswvigarom 3ddekmusHocms Hawezo nodxoda 6
CAYHASIX noucka no 3adaHHOU MOYKe, NOUCKA NO WUPOKUM OUANA30HAM 3HA4eHull U Nouckd
6audxcaliwux coce0HUX 06BeKMO08 8 CAY4asX UCNO0/1b308aHUS1 60/1ee 00HO20 U3MepeHUs, A MakxHe
60.1ee 3gppekmugHoe ucno1b3o8aHue namsimu.
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1. Introduction

The emergence of a new paradigm in science
and various applications of information technology
(IT) is related to issues of big data handling [18].
This concept involves the growing role of data in all
areas of human activity beginning with research
and ending with innovative developments in
business. Such data is difficult to process and
analyze using conventional database technologies.
In this connection, the creation of new IT is
expected in which data becomes dominant for new
approaches to conceptualization, organization, and
implementation of systems to solve problems that
were previously considered extremely hard or, in
some cases, impossible to solve. Unprecedented
scale of development in the big data area and the
U.S. and European programs related to big data
underscore the importance of this trend in IT.

In the above discussed context we consider the
concept of grid files [12, 15] as one of the adequate
formalisms for effective management of big data.
The grid file can be represented as if the space of
points is partitioned in an imaginary grid. The grid
lines parallel to axis of each dimension divide the
space into stripes. The number of grid lines in
different dimensions may vary, and there may be
different distances between adjacent grid lines,
even between lines in the same dimension.

Intersections of these stripes form cells which hold
references to data buckets containing records
belonging to corresponding space partitions.

An example of 3-dimensional grid file is
presented in Figure 1. Here X, Y and Z are the
dimensions of considered 3D space, which is
partitioned into stripes vy, vz, vz in X dimension, wy,
w2 in Y dimension, and us, uz, us in Z dimension.

Dynamic aspects of file structures where all keys
are treated symmetrically, avoiding distinction
between primary and secondary keys, are studied in
[12]. The article introduces the notions of a grid
partition of the search space and of a grid directory,
which are the keys to a dynamic file structure called
the grid file. This file system is able to adapt to its
contents under insertion and deletion operations,
and thus achieves an upper bound of two disk
accesses for single record retrieval. It also
efficiently handles range queries and partially
specified queries. Several splitting and merging
policies, resulting in different refinements of the
grid partition, are considered.
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Figure 1. An example of 3-dimensional grid file

In [16] algorithms which generalize the standard
lookup by single key techniques and apply them to
search of records using several keys are specified.
Two index file organization techniques,
multidimensional dynamic hashing and
multidimensional extendible hashing, which are
multidimensional generalizations of dynamic and
extendible hashing correspondingly, are specified
and the average index size values for both cases, as
well as their asymptotic expansions, are estimated.
Multidimensional extensions of linear and
extendible hash tables have also been proposed in
[4, 13, 14].

In fact, the concept of grid files allows to
effectively organize queries on multidimensional
data [4] and can be used for efficient data cube
storage in data warehouses [8, 15]. We have
developed a data definition language of integrable
data in the frame of a canonical data model based
on the conception of grid files [9, 10, 11]. The
weaknesses of grid file formalism are non-efficient
memory usage by groups of cells referring to the
same data buckets and the possibility of having a
large number of overflow blocks for each data
bucket [4].

In this paper an extension of the grid file concept
is proposed addressing the above discussed
weaknesses of grid file. First of all, we introduce the
concept of the chunk: set of cells whose
corresponding records are stored in the same data
bucket (represented by single memory cells with
one pointer to the corresponding data buckets).
Chunking technique is used to solve the problem of
empty cells in grid file. Second, we consider each
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stripe as a linear hash table which allows to
increase the number of buckets more slowly (for
each stripe, the average number of overflow blocks
of chunks crossed by that stripe is less than one). By
using this technique we essentially reduce number
of disk operations. We also introduce an inner grid
file structure representation as a directed acyclic
graph, aiming to reduce the index directory volume.
A directory definition language has been developed,
which is independent from data management
paradigms. Grid file operations are described and
their complexities are estimated in the context of
index modifications and disk operations. More
detailed analysis of grid file operations and their
algorithms have been suggested in [5, 6, 7].

This paper is organized as follows. An approach
to grid file structure modification is proposed in
Section 2. Further modification of this structure
aiming to reduce the index file size is provided in
Section 3. Section 4 contains representation of the
grid file structure as a directed acyclic graph.
Related work overview is set out in Section 5.
Finally, conclusions are provided in Section 6.

2. Modification of the grid file structure

One of the problems intrinsic to grid files is the
problem of non-efficient memory usage by groups
of cells, referring to the same data buckets. We
propose an alternative index structure, based on the
grid file concept and aiming to avoid storage of
duplicate pointers to the same data buckets, as well
as to maintain slow index size growth and provide
reasonable operation costs.

In this approach we do not store the grid file as a
multidimensional array. The reason for this is that
during each bucket split operation one of the stripes
crossing it is also split into two stripes, thus
doubling the number of cells of the original stripe,
wherein many of the new cells contain duplicate
pointers to the same data buckets. Instead, all cells
whose corresponding records are stored in the
same data buckets are grouped into -chunks,
represented by single memory cells with one
pointer to the corresponding data buckets. Chunks
are the main units for data input/output, as well as
are used for data clusterisation. Chunks are used as
a mechanism to solve the problem of empty cells in
the grid file. For each dimension the information
about its division is stored in a linear scale, each
element of which corresponds to a stripe of the grid
file and is represented as an array of pointers to the
chunks, crossed by that stripe.
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Each stripe is considered as a linear hash table.
Overflow blocks are used to reduce the amount of
grid file chunks. The number of overflow blocks
may be different for different chunks, however we
ensure that for any stripe the average number of
overflow blocks for the chunks crossed by that
stripe is less than one. This allows us to significantly
reduce the total number of chunks, while
guaranteeing not more than two disk operations for
data access in average.

An example of 2-dimensional modified grid file
is presented in Figure 2. It contains five chunks,
each referencing to corresponding data bucket. Two
chunks use overflow blocks. The solid lines
represent borders between chunks, and dashed
lines mean imaginary space divisions.

Chunks Imaginary divisions

v
\
!

Stripes
1

—> 1y v
Y
. |
Data K Y
buckets
Overflow
blocks

Figure 2. An example of 2-dimensional modified grid file

Splitting and merging policies similar to the ones
described in [12] are used. Dimensions for both
operations are selected so that the numbers of
stripes in different dimensions do not differ by
more than one. During the split operation we chose
the dividing hyper plane in such a way that the
numbers of points that end up in the resulting
buckets differ as little as possible. For this purpose
for each bucket we store statistical information
about the average values of its points' coordinates.
Merging is performed when the occupancy of
resulting buckets is around 70 percent to achieve
reasonable performance [12].

2.1. Estimations of the proposed concept
characteristics

A grid file can be represented as a triple
F =(D,S,C)where D is the set of dimensions, S is
the set of stripes, and C is the set of chunks. Each

sitito.cs.msu.ru

stripe corresponds to exactly one dimension and
crosses a non-empty subset of the set of chunks.

In this subsection we investigate several grid file
characteristics and derive estimations of their
values. Let us denote the number of dimensions as n
and the average number of chunk split operations
performed in one dimension as m.

Number of cells. Since each of n dimensions is
divided into m parts in average, there exist m" cells
in average.

Number of stripes in one dimension. At most
one new stripe is created during each split
operation, and the number of stripes may be
reduced during merge operations, so we can say
that number of stripes in one dimension is limited
by the number of split operations and has an order
O(m).

Total number of stripes has an order O(nm)
since there are O(m) stripes in average in each of
the n dimensions.

Total number of chunks. New chunks are
created only during split operations, wherein as a
result of one split operation the number of chunks
is incremented. This means that the total number of
chunks is limited by the total number of performed
split operations and has an order O(nm).

Number of cells per chunk in average is the
ratio of total number of cells to the number of

chunks and has an order O (g)

Average length of chunk side. The average
length of a grid cell side, equal to the average stripe
width, is used as the unit of measure. Without loss
of generality assuming that the average shape of a
chunk is an n-dimensional cube, the average length
of its side has an order

0 (W) =0 (=)

Average number of chunks crossed by a stripe.
A stripe has an average length of m cells in n-1
dimensions. Since the average length of a chunk

side is
0 (n:rllm)'

a stripe will cross

ol =) |=o(@mm)™)
o

chunks in average. For simplicity of reasoning we
shall relax this estimation to O (nm).

Directory size. Since each of the O(nm)stripes
crosses O(nm)chunks in average, the total number
of stored references will be O(n?m?). Also each
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chunk stores one reference to the corresponding
data bucket. Hereby, the grid file directory size is
0(n*m?).

2.2. Grid file operations

In this section we consider grid file operations,
adapted for use with the proposed index structure.
Operation cost estimations are provided in the
context of index modification and disk operations.

Lookup by key. In order to find all records for a
given value dj of dimension d we first find the stripe
s of that dimension which d; belongs to, then
consider all the chunks crossed by s. For each of
these chunks it is necessary to load corresponding
data blocks and check if they contain records
matching the query. Since all of these chunks have
to be considered, and no other chunk may contain
any query results, only necessary and sufficient
chunks will be considered. The average number of
such chunks is O(nm) according to Section 2.1. The
stripe corresponding to the given coordinate can be
found in O(log m) time using binary search on the
sorted linear scale of the given dimension. Hereby
the complexity of lookup by key operation is O(nm
log m). Besides that, it is possible to use effective
data structures for stripe lookup, such as van Emde
Boas trees [1]. In [5, 6] a method of van Emde Boas
trees usage when points’ coordinates are
represented as 32 bit integers is described, allowing
to significantly reduce the amount of operations for
stripes lookup compared to logarithmic algorithms.
Number of disk operations, due to overflow blocks
usage, in average equals to doubled amount of
considered chunks and has an order O(nm). In [5, 6]
is described also a method of hash-functions usage
to exclude chunks which a priori do not contain any
records matching the query from consideration,
which allows to reduce the number of disk
operations.

Lookup by several coordinates. To find values
by given k coordinates we first find the stripes,
corresponding to them, then intersect the sets of
chunks crossed by these stripes and consider only
the data buckets, corresponding to the chunks of
intersection. Similarly to the conclusions provided
in the description of lookup by key operation, the
stripes lookup requires O(k log m) time. To find the
intersection of chunk pointers sets of obtained
stripes, we consider chunks crossed by one of these
stripes, and for each of them check if it is crossed by
other stripes as well. This takes O(k) time, since we
can check if a stripe crosses a chunk by comparing

ISSN 2411-1473 sitito.cs.msu.ru

coordinates of their bounds. Hereby, the sets
intersection operation requires O(knm) time, and
the total complexity of lookup by k coordinates
operation is O(k log m + knm)=0(knm).

To perform intersection of sets of chunks
crossed by obtained stripes fast set intersection

algorithms [3] can be used, allowing to achieve

effective bound of O (knﬁm).where w is the size of

machine word. It should be noted that further
modification of the grid file structure, proposed in

Section 3, makes it difficult to apply such algorithms.

Given point lookup is a special case of the
previous operation where k=n. The complexity of
this operation is O(n?m), and the usage of fast set
intersection algorithms allows to reduce it to

2
0(%) Since in this case only one chunk,

containing the given point, has be considered, the
amount of disk operations in average does not
exceed 2.

Closest objects lookup. To find the points,
closest to the provided one, we first find the chunk
it belongs to, and check the corresponding data
buckets. It may happen that, however, the closest
point belongs to one of the adjacent chunks and
they need to be considered as well. In the worst
case we shall need to consider Z2n adjacent chunks.
Hereby, the complexity of closest objects lookup
operation does not differ from the complexity of
point lookup operation. However, the amount of
disk operations can increase when considering
adjacent chunks -- in the worst case 2(2n+1) disk
operations will be required.

Lookup by ranges of values. This operation is
similar to the lookup by several coordinates
operation, but in this case in each dimension we
may need to consider more than one stripe. This
makes it difficult to use fast set intersection
algorithms, since the sets of chunks, crossed by
stripes of the same dimension, have to be united
first. Assuming that given ranges will cover t stripes
in each dimension in average, similarly to the
estimation of lookup by several coordinates
operation we get that complexity of this operation is
O(tnmk). The amount of disk operations in average
equals to the doubled number of considered chunks.

Insert. To insert a value we first locate the
chunk it belongs to by given coordinates, similarly
to given point lookup operation, then load the
corresponding data block and perform insertion.
Since we consider each stripe as a linear hash table,
in case of insufficient space it may be possible to
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add an overflow block. However, if after insertion
there exists a stripe for which the average number
of overflow blocks for the chunks crossed by that
stripe exceeds 1, we need to split current chunk into
two parts and reorganize corresponding data
buckets.

Split. Consider a chunk ¢ which is necessary to
split. First, we choose the dimension in which the
split shall be performed. For that purpose we
choose such dimension d which currently contains
the least number of stripes. This is done to maintain
symmetry of the grid file structure regarding its
dimensions. Then we choose some coordinate dy in
dimension d which defines the dividing hyperplane.
Chunk c is then split into two chunks ¢; and cz, and
all records from segment c¢ for which the
corresponding points have coordinate in dimension
d less than dj are stored in ¢z, and the rest stored in
c2. The coordinate dy is chosen in such a way that
the numbers of points in the resulting chunks are as
close as possible. As a result of split operation, some
stripe s in dimension d is also divided into two
stripes s; and s,. Pointers to the newly created
chunks are added to pointer lists of all stripes
crossing them. According to Section 2.1, the sets of
chunk pointers for the newly created stripes consist
of O(nm) elements. Also O(nm) pointers to the new
chunks are added to the sets of pointers of other
dimensions stripes. Hereby the split operation
complexity is O(nm). To redistribute the records we
shall need in average not more than 6 disk
operations - 2 to read the data of chunk c and 4 to
write data of chunks ¢; and c..

As an example, let us consider a 2-dimensional
grid file with coordinate axis X and Y. Assume that
each data block has capacity enough to contain not
more than 5 records. Analogously to linear hash
tables, we shall ensure that in each stripe the ratio
of average number of records in a block to block
size does not exceed some constant value [4]. We
shall use the value of 80\% for this purpose. Let us
denote number of records in a stripe as r and
number of chunks in a stripe as ¢. From the above
condition we get that r/c\leq4 inequality must take
place. Let us also denote r/c ratio as k.

ISSN 2411-1473
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Figure 3. A simple insert operation

At first, we have one chunk A;, containing two
points (1, 1) and (5, 5). We also have one horizontal
stripe Sp! and one vertical stripe S,.. Then we insert
two points (1, 5) and (4, 1). After that, for each
stripe r=4, c=1 and k=4, so we can proceed without
splitting the chunk. Since there is enough space in
data bucket, the records will be just added there.
This process is illustrated in Figure 3.

Let us insert another point (2, 3). If we insert it
into chunk A; we shall get r=5, c=1 and k=5>4, so we
have to split the chunk. After splitting it vertically
with x=1,5 line, we obtain two chunks 4; and 4, as
well as another vertical stripe S.,2. Now for stripe Sy!
parameter c equals to 2, because Si! now consists of
two chunks, and k=2,5 allows us to proceed with
insertion.

It is fine to insert another point (3, 3) into chunk
Az, but after adding one more point (3, 5) we face a
necessity to split the chunk A; because this time
k=5>4 for stripe S,2. We split it horizontally with
line y=4. That line also crosses chunk A;, but we do
not split it too. The result of above operations is
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illustrated in Figure 4 (a) and (b). We represent the
imaginary split of chunk A; with a dashed line.
Finally, let us insert 3 more points: (3, 2), (5, 1)
and (5, 3). There is enough space for (3, 2) and (5, 1)
in chunk Az, however the third point (5, 3) does not
fit there because the corresponding bucket is
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already full. However, for both stripes Si! and S.?
crossing the chunk A; we get r=8, c=2 and k=4, so we
can avoid splitting the chunk (and increasing
directory size) by using an overflow block. The
result of such insertion is presented in Figure 4 (c).

1 2 1 2 1 2
YAS, S YAS, S§ YAS, Sy
6 6 6
—» (3, 5) —» (3, 5)
5| @ ° Sz s e ©Ae 5| S2 5| e ®Ae (5. 5)
4 ar - - a- -
St 3|A|o A, 3|A,|® o 3Al@e® ©
: st 2 A, sty | oA
1| @ ® 1| @ [ ] 1| @ ® O
| | > | | » | | »
0]1 2 3]/4 5 6 0]1 2 3[4 5 6 _ 0]1 2 3[4 5 67
i 1 (2+3) X (+1 1) <2+3> X i 1) <2+3)—j X
(1,5 |4 1) (1, 5)] [(3.3) 1, 5] (3,2
(5.5) 1) G363
1)
(5,1)

Sr11 ={A;,A} lexz {A}
Si= {A}

Inserted (2, 3)

Sﬁ={A1:A2} S\1/={A1}
Sﬁ={A1,A3} 53={A2,A3} Sﬁ={A1,A3} Si={A2:A3}

(b) Inserted (3, 3) and (3, 5)

Sr11= {ALA} le/z {A}

(c) Overflow block usage

Figure 4. Split operations

A single split operation increments the number
of chunks and the number of stripes. Per Section 2.1,
the new stripe pointer list will contain O(nm)
elements in average. Also, O(nm) pointers will be
added into pointer lists of all other dimensions.
Hence, split operation will increase directory size
by O(nm).

Delete. To delete a value, as when inserting, we
first find the chunk it belongs to and read the
corresponding data block. After deletion the
considered data bucket may become empty. In such
case we can merge this chunk with another adjacent
chunk. It is possible to merge chunks even if the
data bucket is not empty, if in the result for each
stripe the condition of having not more than one
overflow block for the chunks crossed by that stripe
is satisfied. Complexity of delete operation equals to
the complexity of insert operation.

Merge. Consider two chunks c¢; and ¢z which
have a common boundary in dimension d and are
being merged into a single chunk c. For any stripe s
if its pointer list contains either a pointer to c; or cz,
those should be replaced with a pointer to c instead.
Complexity of merge operation equals to the
complexity of split operation. A single merge
operation will remove one chunk and the number of

pointers equal to the number of stripes crossing the
merged chunks - O(nm) in average.

3. Alternative grid file structure

In this section an alternative grid file structure is
proposed, which is a further modification of the
structure, proposed in Section 2, and allows to
reduce directory size from 0(n*m?)to 0(n?m). To
achieve this goal we reorganize the pointers storage
structure, allowing chunks to store pointers to each
other.

Definition 1. Let there be a total order < defined
on the set of chunks. Let us also denote the
projection of chunk ¢ to dimension d as 7,4 (c)

The set of pointers R is defined as follows:

1. For each pair of chunks a and b, s.t. a <b and a
dimension d exists s.t. ty(a)m,;(b), and no chunk c
exists s.t. a < ¢ < b and wy(a)my(c)my(b), there
exists a pointer (a, b) € R. Let us call such pointer a
pointer in dimension d;

2. For each chunk a and stripe s of dimension d,
if in R there exists no pointer to segment a in
dimension d, then there exists a pointer (s, a) € R.

An example of a grid file constructed according
to initial structure and its modification are
presented in Figure 5. Note that in this case in
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Definition 1.
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1 2
Y A S, S?
1? [ ] [ ] ‘(6' 9)
Sﬁ 10 A1 1y (7,11)
9 o )
s | _ A% ]
7 + (9,11)
S2 o e I (11,9)
5 o A,
4 | |
s v oY
1 I
Shl 2 A4 e
1 [ ] [ |
| | »
0 1 2 3/4 5 6 7 8 9101112 v,
v X
(1, 6)] [(3,1)
(2,5)] |(5:1)
7, 6)| |(7,2)
(9, 3)
1_
Si={A,} S~={A}
2_ 2_
Si={As} Si={A}
3_
Sh={A}

(b) Modified grid file representation

Figure 5. Grid file structure modification

It has been proved in [5, 6] that the expected
directory size to store this structure is 0(n?m).

3.1. Comparison of directory size

This section compares the obtained directory
size with two techniques for grid file organization
proposed in [16]

- multidimensional dynamic hashing (MDH) and
multidimensional extendible hashing (MEH).
Directory sizes for both of these techniques are also

1
provided in [16]: 0(r1+§) for MDH and

n-1
0 (r”m)for MEH, where r is the total number of

records, s is the block size and n is the number of
dimensions. It should be noted that we consider the
case of uniform distributions.

For comparison let us express the directory size
in case of our approach using these values. Since we
allow each chunk to have one overflow block in
average, we can without loss of generality assume
that each of the overflow blocks will be half-full in

average, meaning that we shall store zs records per
chunk in average. Hereby we can conclude that it
will be required to have %chunks to store all r

records, which is equivalent to O(nm) according to
Section 2.1. Hereby, according to Section 3, our

directory size can be estimated as 0(n*m) = 0 (%)
Compared to MDH and MEH techniques,
1 n-—1

srns—1

. . . . srs
directory size in our approach is Tand —

times smaller correspondingly.
3.2. Grid file operations

Lookup, insert and delete operations. A
significant difference from the structure proposed
in Section 2 is that the sets of chunks crossed by a
stripe are not stored separately for each stripe. To
visit all chunks crossed by stripe s of dimension d,
we have to consider all chunks, pointers to which
are stored in the pointer list of stripe s, and for each
of them iterate by the pointers of dimension d. This
makes it difficult to use fast set intersection
algorithms in this case, since the required sets
cannot be presented in the form of necessary
structures in advance.

Merge and split operations. It has been shown
in [9, 10] that the time complexity of merge and
split operations is 0 (n).

As an example, consider splitting chunk Az of
grid file represented in Figure 5(b) after insertion of
points (3, 6) and (6, 5). A new stripe S,° and chunk
As are created and integrated into the structure of
the grid file. The result of such operation is
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illustrated in Figure 6.
4. Grid file as a directed acyclic graph

The structure of our model allows us to naturally
represent the grid file as a directed acyclic graph.

YA S S?
12 Xy
(6, 9)
3 11 [ ] [ ]
Sh 10 A, > 711
o [
9 1 A,
1 1 T2 |
7 v »(9,11)
S? 6 e oy (11,9)
5 ° A3
4 | |
‘ v oY
1 |
Shl 2 A, e
1 [ ] [ ] !
| >
0 1 23i456789101112 )'(
(1,6 (31
(2, 5)] [|(5: 1)
(7,6)| [(7,2)
(9, 3)
1_
Si={A.} S={A}
2 __ 2__
Si={As} Si={A}
3
Si={A;}
(a) Before split
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Such representation is used as an implementation
of our index. Hereby, we came to a method of
effective representation of an index structure, based

on the concept of grid file, by means of graph theory.

YA S S S:
12 T X
(6, 9)
11 \ o | o
Sﬁ o A, : 1, (7.11)
9 ° A L]
s ! _fe ]
71 A A (9,11)
Sﬁ 6 ® [0 4» [ JENS (11,9)
5 ° o
A 11 |
s YV o
1 | |
Sh| 2 A, | e
1 e | @ !
| \ >
07T 2 34 5[5 7 8 9101112 X
@6 [G 0] [ e
@5 6 1] @5
@6 |(7.2)
(9, 3)
1
Si={A.} S={A/A;}
2_ 2_
Si={As} Si={A}
3_ 3_
Si={A} Si={ALA}
(b) After split

Figure 6. Vertical split of chunk A3

Definition 2. We say that the graph G = (V,E)
represents the grid file F = (D, S, C), if it is formed
according to the following rules:
e For each chunk a € C there exists a vertex
v, EV

e For each stripe s € S there exists a vertex
v, €V

e For each pointer (a,b) € R, where a is a
stripe or a segment and b is a segment,
there exists an oriented edge (v,,v,) € E

Figure 7 illustrates the graph representation of
the grid file from Figure 6(b).

Figure 7. Grid file graph representation
5. Related work

There is a variety of approaches for big data
management today. We shall review some of them,
briefly describe their data models, approaches for
scaling and pay attention to their data indexation
methods. More detailed analysis of big data systems
can be found in [18].
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SciDB [19, 20] is an open-source data
management system intended primarily for use in
application domains that involve very large
(petabyte) scale array data. SciDB uses array data
model, and its databases are organized as
collections of n-dimensional arrays. Data stored in
the arrays is being vertically partitioned. The SciDB
storage manager splits attributes in a single logical
array and handles values for each attribute
separately. Vertical partitioning, similarly to
column-storage system, reduces I/O costs. Also
SciDB storage manager takes each attributes data,
and further decomposes the array into a number of
equal sized, and potentially overlapping, chunks. In
SciDB chunks are the physical units of 1/0,
processing, and inter-node communication. SciDB
uses array indexing. Coordinates are used for
determination of the chunk, containing requested
data. Non-integer dimensions are supported by
indexes, mapping dimension values into integers.

Couchbase [http://www.couchbase.com] is an
open-source document-oriented distributed NoSQL
database for interactive applications, designed for
easy scalability, consistent high-performance and
24 /7 availability. Couchbase Server stores data as
JSON format documents or binary data. Documents
are hashed by IDs and then uniformly distributed
across the cluster and stored in data containers
called buckets, which represent logical groupings of
physical resources within a cluster.

Documents stored at Couchbase Server can be
indexed. Secondary indexes are defined using
design documents and views. Each design document
can have multiple views, and each Couchbase
bucket can have multiple design documents.
Couchbase indexes are distributed, with each server
indexing only the data it contains.

Column-oriented databases originate from
Google's Big Table [2]. [ts data model is based on a
sparsely populated table whose rows can contain
arbitrary columns, the keys for which provide
natural indexing. Each cell in BigTable can contain
multiple versions of the same data, indexed by
timestamp. Different variations of a cell are stored
in decreasing timestamp order, so that the most
recent versions can be read first.

Apache
[http://cassandra.apache.com] is

Cassandra
designed to

sitito.cs.msu.ru

handle big data workloads across multiple nodes
with no single point of failure. Nodes are the basic
infrastructure components in Cassandra. Data is
distributed among all nodes in the cluster, indexed
and written to an in-memory structure, called a
memtable. Once it is full, the data is written to disk
in an SSTable (Sorted Strings Table) data format.
The SSTable concepts is borrowed from Google's
BigTable, it stores data as a set of row fragments in
sorted order, based on row keys. The index
structure of SSTable is a sparse index, which maps
row keys to corresponding offsets in the data file.

Neo4j [http://neo4dj.com, 17] is a representative
of graph databases. It stores data as a graph, where
it is represented as nodes and relationships, which
can have properties. Besides relationships, nodes
can also have several labels. Querying in neo4j is
performed using Cypher - a declarative, SQL-
inspired language for describing patterns in graphs.
Indexes are created per label and property
combinations.

MongoDB [https://www.mongodb.org] is an
open-source document-oriented No-SQL database,
providing high performance, availability and easy
scalability. The database consists of collections,
representing sets of MongoDB documents. Each
document is a set of key-value pairs, and is stored in
BSON (binary serialized JSON) format. MongoDB
supports different types of indexes, namely: single
field, compound, multikey, geospatial, text and
hashed indexes. MongoDB indexes are implemented
as B-Trees.

5.1. Comparison with MongoDB

We have implemented a data warehouse
prototype based on the proposed dynamic
indexation scheme and compared its performance
with MongoDB. MongoDB was chosen for
comparison for pragmatical reasons since it is
currently one of the most demanded NoSQL
databases. Testing was conducted using four main
query categories [4] - given point lookup, lookup by
individual coordinates, range lookup and closest
object lookup. Detailed testing results and
description of several techniques used for
prototype implementations are listed below.
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Figure 8. Directory size and given point lookup

Directory size. Figure 8(a) presents charts of
index directory size growth when performing 2 mln.
insert operations. It can be seen that our data
warehouse prototype index structure requires
much less memory than B-trees used by MongoDB.

Given point lookup. Given all the coordinates,
as described in Section 2.2, we first find the
corresponding stripes in each dimension, then

intersect the sets of chunks crossed by those stripes.

That intersection consists of the only chunk,
containing the necessary point. Van Emde Boas
trees are used for efficient stripe lookup. The
considered prototype implementation uses 32-bit
integers to represent values in each dimension.
Stripes are grouped in accordance with 16 most
significant bits of their lower bounds. Usage of van
Emde Boas trees allows to find the necessary group
in log log 216 = 4 operations. Then a binary search is
performed within the obtained group. Since only
lower 16 bits are significant within a group, it takes
total of log 216+ 4 = 20 (at most) operations for
stripe lookup. Fast set intersection algorithms are
also used, as described in Section 3.3, allowing to
effectively find the necessary chunk.

Figure 8(b) presents charts, displaying the time
required to process 105 given point lookup
operations depending on the number of records in
database. It can be seen that our data warehouse
prototype index structure requires much less
memory than B-trees used by MongoDB and
processes point lookup queries faster. It can be seen
that our prototype performs nearly 3 times faster in

this case. Also let us note that the tendency of this
difference is independent from the number of
records in the database and remains the same with
its increase. This note applies to all further test
cases as well.

Lookup by individual coordinates. This
algorithm is similar to the previous one. The
difference is that not all the dimensions may be
present in query, and the resulting chunk set
intersection may consist of numerous chunks which
have to be considered. However, many of these
chunks may not actually contain any records
matching the query. To avoid unnecessary disk read
operations for such chunks, we try to identify them
using a method similar to used in [3] for fast set
intersection. We use several independent hash
functions h;...hx which map each coordinate value
into the range [1..w], where w is the size of machine
word. For each chunk ¢; and dimension d we store
words wy? (j=1.k), and when a value with
coordinate v¢ is inserted in chunk c; we calculate
values h;(vd),..,hi(vd) and set corresponding bits in
wid. During lookup we calculate values of hash
functions in the same manner, and check the
corresponding bits - if they are not set, we can omit
loading the considered chunk.

Figure 9 illustrates performance of our
prototype compared to MongoDB when performing
lookup by 1 and 2 dimensions on the same database
as described in previous paragraph. It can be seen
that our approach manifests itself better when more
dimensions are present in the query.
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Figure 9. Lookup by individual coordinates

Range lookup. A query for data range lookup
defined a rectangular area of the grid, and answer
to it is composed by set of points belonging to the
chunks which are crossed by that area. Figure 10(a)
contains comparison of range queries performed in
3-dimensional space with values uniformly
distributed in range [0..232-1] and average range
length of 10¢. It should be noted that with increasing
of query range length our prototype performs
better in comparison with MongoDB.
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- T I
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10 |-| - - - MongoDB
8 [
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Time [s]
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0 | |
0 0.25 0.5 0.75

Records number [min]

(a) Range lookup

Time [s]

Closest object lookup. To compare
performance on closest point lookup queries we
used a database of 106 2-dimensional points to
make use of geospatial indexes of MongoDB.
Comparison results are illustrated in Figure 10 (b).
It should be noted that our approach can handle
closest object lookup queries in higher dimensional
cases as well, while MongoDB provides geospatial
indexes only for 2-dimensional points.
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—— Prototype
--- MongoDB
8 - —|
6 A -
41 =
2 - —
o T
0 0.25 0.5 0.75 1

Records number [mln]

(b) Closest object lookup

Figure 10. Range and closest object lookup

6. Conclusions

In the present paper a new dynamic indexing

scheme for effective management of big data is
proposed. Our approach to such index structure is
based on the grid file concept. In introduction
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strengths and weaknesses of grid file concept are
discussed. Based on this analysis the grid file
concept has been extended in order to eliminate the
considered weaknesses of grid file. Namely, we
introduce the concepts of chunk, used to solve the
problem of empty cells in grid file, and modify the
concept of stripe, essentially restricting the number
of disk operations.

Estimates of the characteristics of our concept of
grid file were obtained. In particular, for directory
size we received the following estimation: O(n? m?),
where n - the number of dimensions and m - the
average number of splits performed in one
dimension. Such estimation is the result of our
chunk concept introduction.

Further improvement of the index structure

leads us to the following estimation of directory size:

O(n? m). This result is very important since m is a
parameter. The improved index structure allows to
effectively reduce memory usage and complexities

ISSN 2411-1473 sitito.cs.msu.ru

for storage and access of grid file directory are
proposed in order to minimize memory usage and
lookup operations complexities. Estimations of
complexities for these algorithms are presented.

We performed comparison of our approach
directory size with two techniques (MDH, MEH) for
grid file organization proposed in [16]. Compared to
MDH and MEH techniques, directory size in our

1 n-1

. srs srns—1
is — and
n

approach times  smaller

correspondingly, where r is the total number of
records, s is the block size and n is the number of
dimensions.

Finally, results of experimental comparison of a
prototype, implementing the proposed concept of
grid file, with MongoDB (one of the most demanded
NoSQL databases) show that our prototype is
effective in the cases of point lookup, lookup in wide
ranges, lookup of closest objects and also has more
effective memory usage.

of split and merge operations. Efficient algorithms
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