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Keywords Abstract

Official media; lexicon-based We consider generalization as a property of human thinking to make general conclusion based on authors’
approach; generalization own experience and observations and one of the techniques of authors use to manipulate the readership
evaluation. and present an algorithm for evaluation of the generalization in texts. The algorithm is based on the lexi-

con-based approach. To search the generalization we use ready-made dictionary (KEY-dictionary) and
RuSentiLex dictionary. KEY-dictionary contains words and phrases (elements) that express the generaliza-
tion. In RuSentiLex we take the words and phrases that express opinion and fact. The algorithm searches
exact matches the elements from text with the elements from the dictionaries, it is also important that the
elements from different dictionaries have their weights. New method is developed for automatic detection
of generalization in texts from official media. Numerical calculations of generalization were performed us-
ing a special software application. To test the proposed approach the expert estimation were used.

Kiaw4yeBsble ci0Ba AHHOTanUA

Odunuanbubie CMU; CraTbs Npe/cTaB/seT 06001eHHe KaK CBOMCTBO Y€JI0BEYEeCKOT0 MBILIJIEHHUs leJIaTh 00LUI BBIBOJ| Ha OC-
JIEKCUKOH-OPUEHTUPOBAHHbIN HOBE COOCTBEHHOTO OMNbITA U HABJII0/IEHUI aBTOPOB, TAKXKE pacCMAaTPUBAETCs OJUH U3 IPUEMOB, UCII0JIb-
MIO/X0/I; OlleHKa 0606I1eHHUs]. 3yeMbIX aBTOpPaMH /IJIsi MAaHUIYJIMPOBAHUsI YATATENbCKOHN ayJUTOPUEH, U IPe/iCTaB/IeH AJITOPUTM OLEHKU

060011eHUsA B TeKCTax. AJITOPUTM OCHOBAH Ha JIEKCUKOHHOM nozxo/e. [l morcka 060611 eHUs UCII0Ib3Y-
eTrcs roToBbii cnoBapsb (KEY-dictionary)u cioBaps RuSentiLex. KEY -cjioBapb coZiep>XHUT c10Ba U C10BOCO-
YyeTaHUs (3JIEMEHTBI), BbIpaxkarolire 06001IeH e,

B RuSentiLex MblI 6epeM cyi0Ba U ¢pasbl, KOTOPble BhIpaXKalOT MHeHHe U GaKT. AJITOPUTM IOMCKA TOYHO
COIOCTABJISIET 3JIeMEHThl U3 TEKCTa C 3/IeMeHTaMH U3 CI0Bapel, TaKkKe BaXKHO, YTO6BI 31eMeHThI U3 pas-
HBIX CJIOBapell UMesld cBOU Beca. Pa3zpaboTaH HOBBIN MeTO/ aBTOMaTHYECKOT0 0GHAPYXKeHHUA 06061 eHHs
B TeKCTax opunraibHbix CMU. YncneHHble pacyeTb! 06061 eHYs BBINOJHEHbI C UCIOb30BaHUEM CIIELIU-
a/JIbHOTO NPOrPaMMHOr0 NMpPUJIOKeHUs. [IJisl NpoBepKU NpeJJIOKeHHOTO MOJX0Ja UCIO0JIb30Balach 3KC-
nepTHas OLleHKa.
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An overview of the current approaches

The review revealed that G.s concept has not been seriously an-
alysed in the Russian-language scientific literature yet. The question
of the algorithmization of the G. degree’s numerical evaluation in the
texts has not previously been considered. The works we have studied
on G. belong to political scientists and linguists [3, 5, 9]. In order to
obtain a numerical estimate of the text G.,a number of approaches for
sentiment analysis can be applied [10]. Here, the authors suggest to
determine the key elements of the text. For example, Vinodhini and
Chandrasekaran [11] highlight the following most popular approach-
es for sentiment analysis:

e subjective lexical approach, i.e,, a list of words is compiled,
where each word is assigned an estimate indicating the na-
ture of the word: positive, negative or neutral;

e n-grams, i.e, on the basis of training data, unigrams, bi-
grams, trigrams or combinations thereof are compiled for
the further classification of the text;

¢ machine learning, i.e,, algorithms of machine learning are
used in order to extract information from the text and train
the model.

In[10, 12, 13] the authors offer a similar approach to sentiment
analysis: (i) machine learning, (ii) lexical approach, and (iii) hybrid
approach.

The approach based on machine learning uses classification
methods: documents are divided into two sets: teaching and test
samples. After all the training samples are used up, testing samples
verify how well the classification has been done.

In the lexical approach, researchers distinguish the following
methods:

e dictionary-based method: the dictionary of keywords is
initially created (manually, based on templates or ready-
made dictionaries), then an analytical comparison of the
text with dictionaries is performed [14];

e another method based on machine learning [15] combines
a linguistic approach and machine learning. In this ap-
proach, the linguistic features identified by the researchers
are integrated into the algorithms of machine learning;

¢ method based on textual corpus: words are found from the
corpus and a conclusion is made on the basis of these
words about the tonality [16];

e ensemble methods [17]: increase the accuracy of classifi-
cation by combining arrays of individual training samples.
Approach techniques: bugging, bootstrapping.

In the hybrid approach, the combination of machine learning
and vocabulary-based approach has the potential to improve the
quality of G. quantification [18]. The combined approach merges
carefully developed vocabulary and machine learning algorithm.

The lexical approach for determining the key elements of a text,
with a set of words in dictionaries [14], [19], was applied by the au-
thors for a numerical evaluation of G. [20].

The basic restriction that is placed on the machine learning us-
age is the lack of a large amount of text corpus to process. Applying a
lexical approach, the authors can circumvent this kind of restriction,
focusing on the collection of dictionaries, the comprehension of the
test data by experts.

CoBpeMmeHHble
MH(opMaLMOHHbIEe
TeXHONornu

n UT-o6pasoBaHue

The approach proposed by the authors

Let T be an input text in the form of a sequence of words, K={k1,
K, . kl} be a set of keywords or phrases that are used to numerically
evaluate the generalization of the text. Words or phrases from K are
called elements of K. F={f1, £, fm} be a set of lexical elements that
express the fact, O={01, 0, v op} be a set of elements expressing the
opinion of the author. Note that O is represented by lexical introduc-
tory terms. The numerical estimate of gen(T, K) is calculated from the
frequency of occurrences of text elements entering the set K:

ITNK|

il M

gen(T,K) =

is a sequence of T N K is a sequence of key elements from T, |T| is the
number of elements in the text.

An extended G. estimate will be calculated from the frequency
of occurrences of elements included in the sets K, F, 0. It is assumed
that the words and phrases from F and O weaken the generalization
rate.

Generalization weight of the sentence, taking into account
the key elements. It is easy to see that words, phrases or introducto-
ry phrases from different dictionaries have their weight. Consider the
text as a sequence of the sentences S=s,, s, ..., Sy where q is the num-
ber of sentences in the text. For each w; € s, 1 <1 < q means w; is a
substring of s_and for each w; € K weight (w;) = 1 for the case the
sentence contains only one element from K. If the number of ele-
ments from K is greater than one, then the weight of the generaliza-
tion of the sentence weight (s ) is amplified by factor coefficient of
generalization:

weight(w;), w; € s, w; €K
aX!_,weight(w;), w; € s, w; €K’

weightX(s,) = { )

where [ is the number of words, phrases (in particularly, introducto-
ry phrases) in the text from K in the sentence .

The weight of the generalization of the sentence, taking into ac-
count the word-modifiers: In the case of weakening the generaliza-
tion, we also consider the text as a sequence of sentences S=s,, s, ..,
s, Where g is the number of sentences in the text. Calculate weight
weight" (s ) of s_as follows:

weight"(s,) = 1™, weight(w;), (3) w; €FUO,w; €s,
where m=|F u O|. The initial weight (w;) is set to 0.75 so the general-
ization rate is weakened for the case a single word-modifier presents
in the sentence. Thus, the weight of generalization of each sentence in
the text, taking into account the inclusion of dictionaries of key words
and dictionaries of generalization weakening, will be calculated by
the following formula:

weight®(s,), w; EK,s, N(FUAUO0) =@

weightX(s,) = weight™(s,),w; € K,F,0 , (4)
O,Wi EF,O,STnK = @

weight(s,) =

foreachw; €s_.
G. rate with intensification gen(S, K, F, O)is calculated as a sum
of weights of the generalization for each sentence in S:

gen(S,K,F,0) = % (5)
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The veracity of the numerical of generalization rate evaluation
is based on manually expert assessments.

Optimization is due to the adjustment of the weights of key ele-
ments, as well as due to the weights of the dictionaries.

Let us consider some examples. We will calculate the weight for
the following syntactic sentence “The overall standard of living in Ka-
zakhstan is falling: the quality of education, health services and culture
are declining” - «B pe3yabmame - Hayku Hem, 60/1bHUYbl He Je4am,
WKOIbL He yuam, 8y3bl He 0arom 0013CHO20 06pA308aHUS, Meampbl He
socmpe6osaHbl, mesesudeHue 6e30apHO, UCKYCCMBO 8MOPUHHO U
HuzkonpobOHo». In the sentence, three words and a phrase from the set
of keywords K: “Kazakhstan”, “falls”, “the general standard of living,”
“decline.” The generalization coefficient « is set equal to 3 (accessors
got it by empirical way). We calculate the weight of the generalization
of the sentence by formula (2). Hence, the weightis equalto 3 * (1 + 1
+1+1)=12.

Another sentence “All as one: adults and children, observed strict
discipline, called for strengthening the unity of the group” - «Bce kak
00uH: 63pocavle U demu, cobawdanu KHeCmKyr OUCYUNIUHY,
npussieaau yKkpenasams eduHcmso epynn» contains three key words
from the set K: “all as one”, “adults”, “children” and two word-modifier
expressing the author’s opinion from the set O: “hard” and “unity of
the group”. Word-modifiers that express the author’s opinion weaken
the weight of the sentence as their initial weight is 0.75. Then the total
weight of these words is equal to 0.75 * 0.75. Three keywords give a
weight equal to 9 (nine). As a result, according to the above formula
(5), the total weight of generalization will be 9 * 0.56 = 5.04. The ex-
ample clearly shows that the presence of word-modifiers significantly
weakens generalization.

Filling in dictionaries

The main difficulty of lexical approach is the formation of dictio-
naries. Researchers [10] distinguish the following techniques for a set
of dictionaries: (i) manual collection of dictionaries, (ii) using a textu-
al body, (iii) using templates of dictionaries or ready-made dictionar-
ies, with this approach, a set of words by hand, supplement it by
searching for new words in the dictionaries of WordNet or RussNet,
or to take already ready dictionaries, for example, synonyms and ant-
onyms. For the collection of dictionaries, the authors used manual
collection to form a dictionary of basic words, ready dictionaries from
the vocabulary of sentiment RuSentiLex by N.V. Lukashevich and A.V.
Levchik [21].

The dictionary of basic elements has formed a set of basic ele-
ments of generalization K={kl, Ky, kl}, where | is the dictionary size.
Categories of basic elements were formed on the basis of the work of
researchers Dankova [5], Smith [9], Orlova [8], Frolova [4]. The set of
basic elements of K includes the following categories of words for the
generalization evaluation:

e non-specific verbs that allow you to talk about some pro-
cess indefinitely, to draw some conclusion, not showing
how you came to it. For example, “by doing so, you will un-
derstand that this is correct”;

e non-specific nouns: “people”, “citizens”, “many”. those
nouns that try to generalize a single phenomenon to the
general;

e non-specific pronouns: “all”, “we”, “they”, “this”, “those.” For
example, “everyone understands that schools do not teach”
or “this is what we call” confidence in the future;
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e universal generalists are words that do not allow excep-
tions: “all”, “every”, “never”, “always”;
e lexical units with the value of regularity/irregularity, such

infrequently”, “spontaneous”, “nev-

» o«

as “usually”,
er’;

e quantitative indicators, such as “every tenth”, “mass”,
“grown up” lexical units with semantics of universality. Ex-
amples: “known”, “indicative”;

e the stylistic devices containing metaphors with a general-
izing meaning. Examples: “the so-called quality of life

“poke your nose.”

» o«

rarely”,

The authors put forward the hypothesis that the author’s own
opinion in the form of words, phrases or introductory speech or a
confirmed event, phenomenon, incident (fact) weakens generaliza-
tion. Fact in our research means concrete event or words from RuSen-
tiLex, which marked as fact. For example, in the following sentences:

(1) “All as one: adults and children, observed a strict discipline,
called for strengthening the unity of the group”. -
«Bce Kak OJWH: B3pOCJble U JI€TH, COOJIOJANN >KECTKYI0
JUCIUILIMHY, TPU3bIBaJN YKPEIIATh €MHCTBO IPYII»

In the first sentence, the phrase “discipline” from the dictionary
RuSentiLex, marked in as fact, weakens the generalization of the basic
words “ adults and children”. The opinion words “strict”, expressing
the author’s opinion, also weaken the proposal’s generalization “all as
one”. We call such elements, weakening generalization, modifier ele-
ments. Dictionaries of modifier elements were formed on the basis of
ready-made dictionaries of sentiment.

(2) “Overall level of unprofessionalism and just amateurism is
growing in all spheres of life”. -

«PacTeT 06wWMI ypoBeHb HempodecCHOHAIM3Ma M IPOCTO
JUJIETAaHTCTBA BO BCeX chepax )KU3HU»

G.1in (2) is formed by phraseological combinations (Overall level
is growing, in all spheres of life) and words with negative semantics
(unprofessionalism, amateurism). The author’s reasoning is based on
generalization, the transition from the particular to the general. Thus,
the situation is absolutized. Properties of unprofessionalism and ama-
teurism are attributed by the author as permanent, extending to all
spheres. The negative processes’ scale meaning is affirmed. This sen-
tence is very strong of G. and there no facts, which weakens the gener-
alization.

Experiments

To test the proposed approach for automatic evaluation of gen-
eralization in texts, a special software was developed in C# witch uses
SQLite for using dictionaries efficiently and Regular Expressions for
detection the similar language forms expressed by diversity in Rus-
sian language. Databases were added including lemmatization and
morphology dictionaries using recognizing rules and regular expres-
sions for automatic searching, extraction of generalization expres-
sions and numerical estimation of the G. Examples of the regular ex-
pressions’ use in dictionaries (fig.1):
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Fig.1. Examples of the regular expressions

Puc. 1. [Ipumeps! peryssipHbIX BbIpOXKeHUH
\d-A\.Nd{1,4} Mmoo \d-+\.2\d* millions
TpUBBIYHBI\W { 1,4} regular\w{1,4}
Kaxaw{l,4} each\w{1,4}
kaxaw{l,4} srop\w{l,4} each\w{l,4} second\w{1,4}
kaxaw{l,4} tper\w{l,4} each\w{1,4} third\w{1,4}

The collected dictionary of key elements has a hierarchical
structure, namely, for phrases there is a basic form, for example,
“each” and its specification “every second”. The latter has a greater
weight of generalization.

In order to minimize the difference between the expert evalua-
tion of text generalization and predicted programmatically, we adjust-
ed the parameters of weighting factors, such as weights of words,
phrases, introductory turns from the key dictionary, weights of modi-
fier elements, G. coefficient a. The validation of the words included in
the dictionary is checked by the experts themselves, on the basis of
cross-assessments. In the future, the validity of the dictionaries will
be further verified taking into account the importance of the experts
themselves based on the Delphi method. Weights parameters, rules,
dictionary elements will be adjusted until the difference between the
expert evaluation and the program evaluation becomes minimal.

To carry out experiments with numerical evaluation of G. and
further comparative analysis of evaluations obtained by expert and
programmatic methods, the authors used publications of official and
semi-official media of the Republic of Kazakhstan, which are publicly
available. The sample included 30 articles, divided by experts on the
degree of generalization. In total, experts determined five degrees of
generalization by analogy with the correlation coefficients: very weak
generalization, weak generalization, medium generalization, strong
and very strong generalization.

Tables 1 and 2 describe the total number of proposals in publi-
cations, the number of proposals with generalization, the numerical
rating of the publication’s generalization for a sample of five publica-
tions. The publications were selected taking into account the expert
evaluation of the degree of generalization.

Table 1: Results of comparison of the algorithm and the expert evaluation obtained
using the dictionary according to Dankova [5]
Ta6sinua 1. Pe3ynbTaThl CpPaBHEHUS aJIFOPUTMA U 9KCIIEPTHOM OLIEHKH,

M0JIy4YeHHbIe C UCN0JIb30BAHUEM CJI0Baps 110 JlaHKoBO# [5]

Num. of Generalization .
Ref. . Expert estimate
sentences evaluation
uvanov, . very stron
D 2018)* 45 1.0 y g
ompiyeva, very wea
B i 2018)? 70 0 k
atpayev D, . average
Satpayev D, 2018)3 46 0.04 g
(Tukpiyev, 2018)* 157 0.08 weak

Table 2: Results of the algorithm and expert evaluation using the dictionary
according to Dankova [5], Smith [9], Orlova [8], Frolova [4]
Ta6siuna 2. Pe3y/sbTaThl aIrOPUTMa U 9KCIIEPTHON OLEHKH C UCIIOJIb30BaHUEM

cnoBapst no Jlankoso# [5], Cmuty [9], OpJioBot¥i [8], @poJioBoii [4]

Num. of Generalization .
Ref. . Expert estimate
sentences evaluation
Duvanov 45 1.24 very strong
Bompiyeva 70 0.31 very weak
Dosymov 46 0.8 average
Tukpiyev 157 0.5 weak
Agentstvo® 12 0.04 very weak
Isabayeva® 104 0.64 average

Conclusion and Future Work

This paper introduces an algorithm for numerical evaluation of
generalization, based on a lexicon-based approach, and its compari-
son with expert evaluation. The minimization of the difference be-
tween the expert evaluation and the algorithmic estimation is
achieved by optimizing the parameters of the weightings of the key
dictionary, elements-modifiers and the generalization coefficient a.

Words, phrases, opening phrases of the generalization selected
according to the researchers in psychology and applied computer lin-
guistics were selected to the dictionary. The dictionaries were formed
manually and based on the ready-made dictionaries and opening
phrases of the Russian National Corpus.

Numerical calculations were performed using a special software
application on C#, with the connection of SQLite, Regular Expressions.
The algorithm of numerical estimation was tested on a small text-based
corpus. Numerical estimates are obtained, the accuracy of the text recog-
nition and the correlation between the algorithmic estimation and the
expert one are observed. The experiment showed that the numerical es-
timate has an average degree of correlation between the algorithmic es-
timate of the publication’s generalization and its expert evaluation.

According to our research program, we will test the proposed
algorithm on a large text-based corpus with its volume over 30 mil-
lion words, seven years of official media of the Republic of Kazakh-
stan, articles to be collected from open sources will be stored.

In the future works, the sentiment classification, the joint influence
of the generalization and sentiment of the publication on the audience
will be considered, and extend the research for the Kazakh language.
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