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Abstract 

We consider generalization as a property of human thinking to make general conclusion based on authors’ 
own experience and observations and one of the techniques of authors use to manipulate the readership 
and present an algorithm for evaluation of the generalization in texts. The algorithm is based on the lexi-
con-based approach. To search the generalization we use ready-made dictionary (KEY-dictionary) and 
RuSentiLex dictionary. KEY-dictionary contains words and phrases (elements) that express the generaliza-
tion. In RuSentiLex we take the words and phrases that express opinion and fact. The algorithm searches 
exact matches the elements from text with the elements from the dictionaries, it is also important that the 
elements from different dictionaries have their weights. New method is developed for automatic detection 
of generalization in texts from official media. Numerical calculations of generalization were performed us-
ing a special software application. To test the proposed approach the expert estimation were used. 
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Аннотация 

Статья представляет обобщение как свойство человеческого мышления делать общий вывод на ос-
нове собственного опыта и наблюдений авторов, также рассматривается  один из приемов, исполь-
зуемых авторами для манипулирования читательской аудиторией, и представлен алгоритм оценки 
обобщения в текстах. Алгоритм основан на лексиконном подходе. Для поиска обобщения использу-
ется готовый словарь (KEY-dictionary)и словарь RuSentiLex. KEY -словарь содержит слова и словосо-
четания (элементы), выражающие обобщение.
В RuSentiLex мы берем слова и фразы, которые выражают мнение и факт. Алгоритм поиска точно 
сопоставляет элементы из текста с элементами из словарей, также важно, чтобы элементы из раз-
ных словарей имели свои веса. Разработан новый метод автоматического обнаружения обобщения 
в текстах официальных СМИ. Численные расчеты обобщения выполнены с использованием специ-
ального программного приложения. Для проверки предложенного подхода использовалась экс-
пертная оценка.
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An overview of the current approaches 

The review revealed that G.’s concept has not been seriously an-
alysed in the Russian-language scientific literature yet. The question 
of the algorithmization of the G. degree’s numerical evaluation in the 
texts has not previously been considered. The works we have studied 
on G. belong to political scientists and linguists [3, 5, 9]. In order to 
obtain a numerical estimate of the text G., a number of approaches for 
sentiment analysis can be applied [10]. Here, the authors suggest to 
determine the key elements of the text. For example, Vinodhini and 
Chandrasekaran [11] highlight the following most popular approach-
es for sentiment analysis:

• subjective lexical approach, i.e., a list of words is compiled, 
where each word is assigned an estimate indicating the na-
ture of the word: positive, negative or neutral;

• n-grams, i.e., on the basis of training data, unigrams, bi-
grams, trigrams or combinations thereof are compiled for 
the further classification of the text; 

• machine learning, i.e., algorithms of machine learning are 
used in order to extract information from the text and train 
the model.

In [10, 12, 13] the authors offer a similar approach to sentiment 
analysis: (i) machine learning, (ii) lexical approach, and (iii) hybrid 
approach.

The approach based on machine learning uses classification 
methods: documents are divided into two sets: teaching and test 
samples. After all the training samples are used up, testing samples 
verify how well the classification has been done.

In the lexical approach, researchers distinguish the following 
methods:

• dictionary-based method: the dictionary of keywords is 
initially created (manually, based on templates or ready-
made dictionaries), then an analytical comparison of the 
text with dictionaries is performed [14];

• another method based on machine learning [15] combines 
a linguistic approach and machine learning. In this ap-
proach, the linguistic features identified by the researchers 
are integrated into the algorithms of machine learning;

• method based on textual corpus: words are found from the 
corpus and a conclusion is made on the basis of these 
words about the tonality [16];

• ensemble methods [17]: increase the accuracy of classifi-
cation by combining arrays of individual training samples. 
Approach techniques: bugging, bootstrapping.

In the hybrid approach, the combination of machine learning 
and vocabulary-based approach has the potential to improve the 
quality of G. quantification [18]. The combined approach merges 
carefully developed vocabulary and machine learning algorithm.

The lexical approach for determining the key elements of a text, 
with a set of words in dictionaries [14], [19], was applied by the au-
thors for a numerical evaluation of G. [20].

The basic restriction that is placed on the machine learning us-
age is the lack of a large amount of text corpus to process. Applying a 
lexical approach, the authors can circumvent this kind of restriction, 
focusing on the collection of dictionaries, the comprehension of the 
test data by experts.

The approach proposed by the authors 

Let T be an input text in the form of a sequence of words, K=�k1, 
k2, ..., kl� be a set of keywords or phrases that are used to numerically 
evaluate the generalization of the text. Words or phrases from K are 
called elements of K. F=�f1, f2, ..., fm�  be a set of lexical elements that 
express the fact, O=�o1, o2, ..., op� be a set of elements expressing the 
opinion of the author. Note that O is represented by lexical introduc-
tory terms. The numerical estimate of gen(T, K) is calculated from the 
frequency of occurrences of text elements entering the set K:
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|𝑇𝑇𝑇𝑇|

, (1)

𝑇𝑇𝑇𝑇 ∩ 𝐾𝐾𝐾𝐾 is a sequence of key elements from T, |T| is the number of elements in the text.
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the number of elements from K is greater than one, then the weight of the generalization of the sentence 𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) is 
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𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡(𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖), 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖  ∈ 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟 ,𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖  ∈ 𝐾𝐾𝐾𝐾
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𝑖𝑖𝑖𝑖=2

, (2)

 

is a sequence of T ⋂ K is a sequence of key elements from T, |T| is the 
number of elements in the text. 

An extended G. estimate will be calculated from the frequency 
of occurrences of elements included in the sets K, F, O. It is assumed 
that the words and phrases from F and O weaken the generalization 
rate.

Generalization weight of the sentence, taking into account 
the key elements. It is easy to see that words, phrases or introducto-
ry phrases from different dictionaries have their weight. Consider the 
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substring of sr and for each �� ∈ K weight (��) = 1 for the case the 
sentence contains only one element from K. If the number of ele-
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tion of the sentence weight (sr) is amplified by factor  coefficient of 
generalization:
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𝛼𝛼𝛼𝛼∑ 𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡(𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖), 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟 ,𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐾𝐾𝐾𝐾 𝑙𝑙𝑙𝑙
𝑖𝑖𝑖𝑖=2

, (2)

where l is the number of words, phrases (in particularly,  introducto-
ry phrases) in the text from K in the sentence .

The weight of the generalization of the sentence, taking into ac-
count the word-modifiers: In the case of weakening the generaliza-
tion, we also consider the text as a sequence of sentences S = s1, s2, ..., 
sq, where q is the number of sentences in the text. Calculate weight 
weightm (sr) of sr as follows:

where l is the number of words, phrases (in particularly,  introductory phrases) in the text from K in the sentence 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟.
The weight of the generalization of the sentence, taking into account the word-modifiers: In the case of 

weakening the generalization, we also consider the text as a sequence of sentences 𝑆𝑆𝑆𝑆 =  𝑠𝑠𝑠𝑠1, 𝑠𝑠𝑠𝑠2, … , 𝑠𝑠𝑠𝑠𝑞𝑞𝑞𝑞  , where q is the 
number of sentences in the text. Calculate weight 𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) of 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟 as follows:

𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) =  ∏ 𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡(𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖),𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖=1 (3)  𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐹𝐹𝐹𝐹 ∪ 𝑂𝑂𝑂𝑂,𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟

where 𝑚𝑚𝑚𝑚 = |𝐹𝐹𝐹𝐹 ∪ 𝑂𝑂𝑂𝑂|. The initial weight 𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡(𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖) is set to 0.75 so the generalization  rate is weakened for the case a 
single word-modifier presents in the sentence. Thus, the weight of generalization of each sentence in the text, taking 
into account the inclusion of dictionaries of key words and dictionaries of generalization weakening, will be calculated 
by the following formula:

𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) = �
𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝐾𝐾𝐾𝐾(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟),  𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐾𝐾𝐾𝐾, 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟 ∩ (𝐹𝐹𝐹𝐹 ∪ 𝐴𝐴𝐴𝐴 ∪ 𝑂𝑂𝑂𝑂) = ∅
𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝐾𝐾𝐾𝐾(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) ∗  𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟),𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐾𝐾𝐾𝐾,𝐹𝐹𝐹𝐹,𝑂𝑂𝑂𝑂

0,𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐹𝐹𝐹𝐹,𝑂𝑂𝑂𝑂, 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟 ∩ 𝐾𝐾𝐾𝐾 =  ∅
, (4)

for each 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟.
G. rate with intensification 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑆𝑆𝑆𝑆,𝐾𝐾𝐾𝐾,𝐹𝐹𝐹𝐹,𝑂𝑂𝑂𝑂)  is calculated as a sum of weights of the generalization for each 

sentence in S:

𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑆𝑆𝑆𝑆,𝐾𝐾𝐾𝐾,𝐹𝐹𝐹𝐹,𝑂𝑂𝑂𝑂) =  ∑ 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟)𝑟𝑟𝑟𝑟
|𝑆𝑆𝑆𝑆|

. (5)

The veracity of the numerical of generalization rate evaluation is based on manually expert assessments. 
Optimization is due to the adjustment of the weights of key elements, as well as due to the weights of the 

dictionaries.
Let us consider some examples. We will calculate the weight for the following syntactic sentence "The overall 

standard of living in Kazakhstan is falling: the quality of education, health services and culture are declining" – «В
результате – науки нет, больницы не лечат, школы не учат, вузы не дают должного образования, театры не
востребованы, телевидение бездарно, искусство вторично и низкопробно». In the sentence, three words and a 
phrase from the set of keywords K: "Kazakhstan", "falls", "the general standard of living," "decline." The 
generalization coefficient α is set equal to 3 (accessors got it by empirical way). We calculate the weight of the 
generalization of the sentence by formula (2). Hence, the weight is equal to 3 * (1 + 1 + 1 + 1) = 12.

Another sentence "All as one: adults and children, observed strict discipline, called for strengthening the unity of the 
group" – «Все как один: взрослые и дети, соблюдали жесткую дисциплину, призывали укреплять единство
групп» contains three key words from the set K: "all as one", "adults", "children" and two word-modifier expressing 
the author's opinion from the set O: "hard" and "unity of the group". Word-modifiers that express the author's opinion 
weaken the weight of the sentence as their initial weight is 0.75. Then the total weight of these words is equal to 0.75 * 
0.75. Three keywords give a weight equal to 9 (nine). As a result, according to the above formula (5), the total weight 
of generalization will be 9 * 0.56 = 5.04. The example clearly shows that the presence of word-modifiers significantly 
weakens generalization.

Filling in dictionaries

The main difficulty of lexical approach is the formation of dictionaries. Researchers [10] distinguish the 
following techniques for a set of dictionaries: (i) manual collection of dictionaries, (ii) using a textual body, (iii) using 
templates of dictionaries or ready-made dictionaries, with this approach, a set of words by hand, supplement it by 
searching for new words in the dictionaries of WordNet or RussNet, or to take already ready dictionaries, for example, 
synonyms and antonyms. For the collection of dictionaries, the authors used manual collection to form a dictionary of 
basic words, ready dictionaries from the vocabulary of sentiment RuSentiLex by N.V. Lukashevich and A.V. Levchik
[21].

The dictionary of basic elements has formed a set of basic elements of generalization𝐾𝐾𝐾𝐾 =  �𝑘𝑘𝑘𝑘1, 𝑘𝑘𝑘𝑘2, … , 𝑘𝑘𝑘𝑘𝑙𝑙𝑙𝑙  �,
where l is the dictionary size. Categories of basic elements were formed on the basis of the work of researchers 
Dankova [5], Smith [9], Orlova [8], Frolova [4]. The set of basic elements of K includes the following categories of 
words for the generalization evaluation:

• non-specific verbs that allow you to talk about some process indefinitely, to draw some conclusion, 
not showing how you came to it. For example, "by doing so, you will understand that this is correct";

• non-specific nouns: "people", "citizens", "many". those nouns that try to generalize a single 
phenomenon to the general;

• non-specific pronouns: "all", "we", "they", "this", "those." For example, "everyone understands that 
schools do not teach" or "this is what we call" confidence in the future;

• universal generalists are words that do not allow exceptions: "all", "every", "never", "always";

where m=�F ⋃ O�. The initial weight (��) is set to 0.75 so the general-
ization  rate is weakened for the case a single word-modifier presents 
in the sentence. Thus, the weight of generalization of each sentence in 
the text, taking into account the inclusion of dictionaries of key words 
and dictionaries of generalization weakening, will be calculated by 
the following formula:

where l is the number of words, phrases (in particularly,  introductory phrases) in the text from K in the sentence 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟.
The weight of the generalization of the sentence, taking into account the word-modifiers: In the case of 

weakening the generalization, we also consider the text as a sequence of sentences 𝑆𝑆𝑆𝑆 =  𝑠𝑠𝑠𝑠1, 𝑠𝑠𝑠𝑠2, … , 𝑠𝑠𝑠𝑠𝑞𝑞𝑞𝑞  , where q is the 
number of sentences in the text. Calculate weight 𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) of 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟 as follows:

𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) =  ∏ 𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡(𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖),𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖=1 (3)  𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐹𝐹𝐹𝐹 ∪ 𝑂𝑂𝑂𝑂,𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟

where 𝑚𝑚𝑚𝑚 = |𝐹𝐹𝐹𝐹 ∪ 𝑂𝑂𝑂𝑂|. The initial weight 𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡(𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖) is set to 0.75 so the generalization  rate is weakened for the case a 
single word-modifier presents in the sentence. Thus, the weight of generalization of each sentence in the text, taking 
into account the inclusion of dictionaries of key words and dictionaries of generalization weakening, will be calculated 
by the following formula:

𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) = �
𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝐾𝐾𝐾𝐾(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟),  𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐾𝐾𝐾𝐾, 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟 ∩ (𝐹𝐹𝐹𝐹 ∪ 𝐴𝐴𝐴𝐴 ∪ 𝑂𝑂𝑂𝑂) = ∅
𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝐾𝐾𝐾𝐾(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) ∗  𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟),𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐾𝐾𝐾𝐾,𝐹𝐹𝐹𝐹,𝑂𝑂𝑂𝑂

0,𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐹𝐹𝐹𝐹,𝑂𝑂𝑂𝑂, 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟 ∩ 𝐾𝐾𝐾𝐾 =  ∅
, (4)

for each 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟.
G. rate with intensification 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑆𝑆𝑆𝑆,𝐾𝐾𝐾𝐾,𝐹𝐹𝐹𝐹,𝑂𝑂𝑂𝑂)  is calculated as a sum of weights of the generalization for each 

sentence in S:

𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑆𝑆𝑆𝑆,𝐾𝐾𝐾𝐾,𝐹𝐹𝐹𝐹,𝑂𝑂𝑂𝑂) =  ∑ 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟)𝑟𝑟𝑟𝑟
|𝑆𝑆𝑆𝑆|

. (5)

The veracity of the numerical of generalization rate evaluation is based on manually expert assessments. 
Optimization is due to the adjustment of the weights of key elements, as well as due to the weights of the 

dictionaries.
Let us consider some examples. We will calculate the weight for the following syntactic sentence "The overall 

standard of living in Kazakhstan is falling: the quality of education, health services and culture are declining" – «В
результате – науки нет, больницы не лечат, школы не учат, вузы не дают должного образования, театры не
востребованы, телевидение бездарно, искусство вторично и низкопробно». In the sentence, three words and a 
phrase from the set of keywords K: "Kazakhstan", "falls", "the general standard of living," "decline." The 
generalization coefficient α is set equal to 3 (accessors got it by empirical way). We calculate the weight of the 
generalization of the sentence by formula (2). Hence, the weight is equal to 3 * (1 + 1 + 1 + 1) = 12.

Another sentence "All as one: adults and children, observed strict discipline, called for strengthening the unity of the 
group" – «Все как один: взрослые и дети, соблюдали жесткую дисциплину, призывали укреплять единство
групп» contains three key words from the set K: "all as one", "adults", "children" and two word-modifier expressing 
the author's opinion from the set O: "hard" and "unity of the group". Word-modifiers that express the author's opinion 
weaken the weight of the sentence as their initial weight is 0.75. Then the total weight of these words is equal to 0.75 * 
0.75. Three keywords give a weight equal to 9 (nine). As a result, according to the above formula (5), the total weight 
of generalization will be 9 * 0.56 = 5.04. The example clearly shows that the presence of word-modifiers significantly 
weakens generalization.

Filling in dictionaries

The main difficulty of lexical approach is the formation of dictionaries. Researchers [10] distinguish the 
following techniques for a set of dictionaries: (i) manual collection of dictionaries, (ii) using a textual body, (iii) using 
templates of dictionaries or ready-made dictionaries, with this approach, a set of words by hand, supplement it by 
searching for new words in the dictionaries of WordNet or RussNet, or to take already ready dictionaries, for example, 
synonyms and antonyms. For the collection of dictionaries, the authors used manual collection to form a dictionary of 
basic words, ready dictionaries from the vocabulary of sentiment RuSentiLex by N.V. Lukashevich and A.V. Levchik
[21].

The dictionary of basic elements has formed a set of basic elements of generalization𝐾𝐾𝐾𝐾 =  �𝑘𝑘𝑘𝑘1, 𝑘𝑘𝑘𝑘2, … , 𝑘𝑘𝑘𝑘𝑙𝑙𝑙𝑙  �,
where l is the dictionary size. Categories of basic elements were formed on the basis of the work of researchers 
Dankova [5], Smith [9], Orlova [8], Frolova [4]. The set of basic elements of K includes the following categories of 
words for the generalization evaluation:

• non-specific verbs that allow you to talk about some process indefinitely, to draw some conclusion, 
not showing how you came to it. For example, "by doing so, you will understand that this is correct";

• non-specific nouns: "people", "citizens", "many". those nouns that try to generalize a single 
phenomenon to the general;

• non-specific pronouns: "all", "we", "they", "this", "those." For example, "everyone understands that 
schools do not teach" or "this is what we call" confidence in the future;

• universal generalists are words that do not allow exceptions: "all", "every", "never", "always";

for each �� ∈ sr.
G. rate with intensification gen(S, K, F, O)is calculated as a sum 

of weights of the generalization for each sentence in S:

where l is the number of words, phrases (in particularly,  introductory phrases) in the text from K in the sentence 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟.
The weight of the generalization of the sentence, taking into account the word-modifiers: In the case of 

weakening the generalization, we also consider the text as a sequence of sentences 𝑆𝑆𝑆𝑆 =  𝑠𝑠𝑠𝑠1, 𝑠𝑠𝑠𝑠2, … , 𝑠𝑠𝑠𝑠𝑞𝑞𝑞𝑞  , where q is the 
number of sentences in the text. Calculate weight 𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) of 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟 as follows:

𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) =  ∏ 𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡(𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖),𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖=1 (3)  𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐹𝐹𝐹𝐹 ∪ 𝑂𝑂𝑂𝑂,𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟

where 𝑚𝑚𝑚𝑚 = |𝐹𝐹𝐹𝐹 ∪ 𝑂𝑂𝑂𝑂|. The initial weight 𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡(𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖) is set to 0.75 so the generalization  rate is weakened for the case a 
single word-modifier presents in the sentence. Thus, the weight of generalization of each sentence in the text, taking 
into account the inclusion of dictionaries of key words and dictionaries of generalization weakening, will be calculated 
by the following formula:

𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) = �
𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝐾𝐾𝐾𝐾(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟),  𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐾𝐾𝐾𝐾, 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟 ∩ (𝐹𝐹𝐹𝐹 ∪ 𝐴𝐴𝐴𝐴 ∪ 𝑂𝑂𝑂𝑂) = ∅
𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝐾𝐾𝐾𝐾(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟) ∗  𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑔𝑔𝑔𝑔ℎ𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟),𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐾𝐾𝐾𝐾,𝐹𝐹𝐹𝐹,𝑂𝑂𝑂𝑂

0,𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝐹𝐹𝐹𝐹,𝑂𝑂𝑂𝑂, 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟 ∩ 𝐾𝐾𝐾𝐾 =  ∅
, (4)

for each 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 ∈ 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟.
G. rate with intensification 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑆𝑆𝑆𝑆,𝐾𝐾𝐾𝐾,𝐹𝐹𝐹𝐹,𝑂𝑂𝑂𝑂)  is calculated as a sum of weights of the generalization for each 

sentence in S:

𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑆𝑆𝑆𝑆,𝐾𝐾𝐾𝐾,𝐹𝐹𝐹𝐹,𝑂𝑂𝑂𝑂) =  ∑ 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡(𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟)𝑟𝑟𝑟𝑟
|𝑆𝑆𝑆𝑆|

. (5)

The veracity of the numerical of generalization rate evaluation is based on manually expert assessments. 
Optimization is due to the adjustment of the weights of key elements, as well as due to the weights of the 

dictionaries.
Let us consider some examples. We will calculate the weight for the following syntactic sentence "The overall 

standard of living in Kazakhstan is falling: the quality of education, health services and culture are declining" – «В
результате – науки нет, больницы не лечат, школы не учат, вузы не дают должного образования, театры не
востребованы, телевидение бездарно, искусство вторично и низкопробно». In the sentence, three words and a 
phrase from the set of keywords K: "Kazakhstan", "falls", "the general standard of living," "decline." The 
generalization coefficient α is set equal to 3 (accessors got it by empirical way). We calculate the weight of the 
generalization of the sentence by formula (2). Hence, the weight is equal to 3 * (1 + 1 + 1 + 1) = 12.

Another sentence "All as one: adults and children, observed strict discipline, called for strengthening the unity of the 
group" – «Все как один: взрослые и дети, соблюдали жесткую дисциплину, призывали укреплять единство
групп» contains three key words from the set K: "all as one", "adults", "children" and two word-modifier expressing 
the author's opinion from the set O: "hard" and "unity of the group". Word-modifiers that express the author's opinion 
weaken the weight of the sentence as their initial weight is 0.75. Then the total weight of these words is equal to 0.75 * 
0.75. Three keywords give a weight equal to 9 (nine). As a result, according to the above formula (5), the total weight 
of generalization will be 9 * 0.56 = 5.04. The example clearly shows that the presence of word-modifiers significantly 
weakens generalization.

Filling in dictionaries

The main difficulty of lexical approach is the formation of dictionaries. Researchers [10] distinguish the 
following techniques for a set of dictionaries: (i) manual collection of dictionaries, (ii) using a textual body, (iii) using 
templates of dictionaries or ready-made dictionaries, with this approach, a set of words by hand, supplement it by 
searching for new words in the dictionaries of WordNet or RussNet, or to take already ready dictionaries, for example, 
synonyms and antonyms. For the collection of dictionaries, the authors used manual collection to form a dictionary of 
basic words, ready dictionaries from the vocabulary of sentiment RuSentiLex by N.V. Lukashevich and A.V. Levchik
[21].

The dictionary of basic elements has formed a set of basic elements of generalization𝐾𝐾𝐾𝐾 =  �𝑘𝑘𝑘𝑘1, 𝑘𝑘𝑘𝑘2, … , 𝑘𝑘𝑘𝑘𝑙𝑙𝑙𝑙  �,
where l is the dictionary size. Categories of basic elements were formed on the basis of the work of researchers 
Dankova [5], Smith [9], Orlova [8], Frolova [4]. The set of basic elements of K includes the following categories of 
words for the generalization evaluation:

• non-specific verbs that allow you to talk about some process indefinitely, to draw some conclusion, 
not showing how you came to it. For example, "by doing so, you will understand that this is correct";

• non-specific nouns: "people", "citizens", "many". those nouns that try to generalize a single 
phenomenon to the general;

• non-specific pronouns: "all", "we", "they", "this", "those." For example, "everyone understands that 
schools do not teach" or "this is what we call" confidence in the future;

• universal generalists are words that do not allow exceptions: "all", "every", "never", "always";
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The veracity of the numerical of generalization rate evaluation 
is based on manually expert assessments. 

Optimization is due to the adjustment of the weights of key ele-
ments, as well as due to the weights of the dictionaries.

Let us consider some examples. We will calculate the weight for 
the following syntactic sentence “The overall standard of living in Ka-
zakhstan is falling: the quality of education, health services and culture 
are declining” – «В результате – науки нет, больницы не лечат, 
школы не учат, вузы не дают должного образования, театры не 
востребованы, телевидение бездарно, искусство вторично и 
низкопробно». In the sentence, three words and a phrase from the set 
of keywords K: “Kazakhstan”, “falls”, “the general standard of living,” 
“decline.” The generalization coefficient α is set equal to 3 (accessors 
got it by empirical way). We calculate the weight of the generalization 
of the sentence by formula (2). Hence, the weight is equal to 3 * (1 + 1 
+ 1 + 1) = 12.

Another sentence “All as one: adults and children, observed strict 
discipline, called for strengthening the unity of the group” – «Все как 
один: взрослые и дети, соблюдали жесткую дисциплину, 
призывали укреплять единство групп» contains three key words 
from the set K: “all as one”, “adults”, “children” and two word-modifier 
expressing the author’s opinion from the set O: “hard” and “unity of 
the group”. Word-modifiers that express the author’s opinion weaken 
the weight of the sentence as their initial weight is 0.75. Then the total 
weight of these words is equal to 0.75 * 0.75. Three keywords give a 
weight equal to 9 (nine). As a result, according to the above formula 
(5), the total weight of generalization will be 9 * 0.56 = 5.04. The ex-
ample clearly shows that the presence of word-modifiers significantly 
weakens generalization.

Filling in dictionaries

The main difficulty of lexical approach is the formation of dictio-
naries. Researchers [10] distinguish the following techniques for a set 
of dictionaries: (i) manual collection of dictionaries, (ii) using a textu-
al body, (iii) using templates of dictionaries or ready-made dictionar-
ies, with this approach, a set of words by hand, supplement it by 
searching for new words in the dictionaries of WordNet or RussNet, 
or to take already ready dictionaries, for example, synonyms and ant-
onyms. For the collection of dictionaries, the authors used manual 
collection to form a dictionary of basic words, ready dictionaries from 
the vocabulary of sentiment RuSentiLex by N.V. Lukashevich and A.V. 
Levchik [21].

The dictionary of basic elements has formed a set of basic ele-
ments of generalization K=�k1, k2, ..., kl�, where l is the dictionary size. 
Categories of basic elements were formed on the basis of the work of 
researchers Dankova [5], Smith [9], Orlova [8], Frolova [4]. The set of 
basic elements of K includes the following categories of words for the 
generalization evaluation:

• non-specific verbs that allow you to talk about some pro-
cess indefinitely, to draw some conclusion, not showing 
how you came to it. For example, “by doing so, you will un-
derstand that this is correct”;

• non-specific nouns: “people”, “citizens”, “many”. those 
nouns that try to generalize a single phenomenon to the 
general;

• non-specific pronouns: “all”, “we”, “they”, “this”, “those.” For 
example, “everyone understands that schools do not teach” 
or “this is what we call” confidence in the future;

• universal generalists are words that do not allow excep-
tions: “all”, “every”, “never”, “always”;

• lexical units with the value of regularity/irregularity, such 
as “usually”, “rarely”, “infrequently”, “spontaneous”, “nev-
er”;

• quantitative indicators, such as “every tenth”, “mass”, 
“grown up” lexical units with semantics of universality. Ex-
amples: “known”, “indicative”;

• the stylistic devices containing metaphors with a general-
izing meaning. Examples: “the so-called quality of life,” 
“poke your nose.”

The authors put forward the hypothesis that the author’s own 
opinion in the form of words, phrases or introductory speech or a 
confirmed event, phenomenon, incident (fact) weakens generaliza-
tion. Fact in our research means concrete event or words from RuSen-
tiLex, which marked as fact. For example, in the following sentences:

(1) “All as one: adults and children, observed a strict discipline, 
called for strengthening the unity of the group”. –

 «Все как один: взрослые и дети, соблюдали жесткую 
дисциплину, призывали укреплять единство групп»

In the first sentence, the phrase “discipline” from the dictionary 
RuSentiLex, marked in as fact, weakens the generalization of the basic 
words “ adults and children”. The opinion words “strict”, expressing 
the author’s opinion, also weaken the proposal’s generalization “all as 
one”. We call such elements, weakening generalization, modifier ele-
ments. Dictionaries of modifier elements were formed on the basis of 
ready-made dictionaries of sentiment.

(2) “Overall level of unprofessionalism and just amateurism is 
growing in all spheres of life”. – 

«Растет общий уровень непрофессионализма и просто 
дилетантства во всех сферах жизни» 

G. in (2) is formed by phraseological combinations (Overall level 
is growing, in all spheres of life) and words with negative semantics 
(unprofessionalism, amateurism). The author’s reasoning is based on 
generalization, the transition from the particular to the general. Thus, 
the situation is absolutized. Properties of unprofessionalism and ama-
teurism are attributed by the author as permanent, extending to all 
spheres. The negative processes’ scale meaning is affirmed. This sen-
tence is very strong of G. and there no facts, which weakens the gener-
alization.

Experiments

To test the proposed approach for automatic evaluation of gen-
eralization in texts, a special software was developed in C# witch uses 
SQLite for using dictionaries efficiently and Regular Expressions for 
detection the similar language forms expressed by diversity in Rus-
sian language. Databases were added including lemmatization and 
morphology dictionaries using recognizing rules and regular expres-
sions for automatic searching, extraction of generalization expres-
sions and numerical estimation of the G. Examples of the regular ex-
pressions’ use in dictionaries (fig.1):
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Fig.1. Examples of the regular expressions
Рис. 1. Примеры регулярных выражений

\d+\.?\d{1,4}миллионов
привычны\w{1,4}
кажд\w{1,4} 
кажд\w{1,4} втор\w{1,4}
кажд\w{1,4} трет\w{1,4}

\d+\.?\d* millions
regular\w{1,4}
each\w{1,4}
each\w{1,4} second\w{1,4}            
each\w{1,4} third\w{1,4}

The collected dictionary of key elements has a hierarchical 
structure, namely, for phrases there is a basic form, for example, 
“each” and its specification “every second”. The latter has a greater 
weight of generalization.

In order to minimize the difference between the expert evalua-
tion of text generalization and predicted programmatically, we adjust-
ed the parameters of weighting factors, such as weights of words, 
phrases, introductory turns from the key dictionary, weights of modi-
fier elements, G. coefficient α. The validation of the words included in 
the dictionary is checked by the experts themselves, on the basis of 
cross-assessments. In the future, the validity of the dictionaries will 
be further verified taking into account the importance of the experts 
themselves based on the Delphi method. Weights parameters, rules, 
dictionary elements will be adjusted until the difference between the 
expert evaluation and the program evaluation becomes minimal.

To carry out experiments with numerical evaluation of G. and 
further comparative analysis of evaluations obtained by expert and 
programmatic methods, the authors used publications of official and 
semi-official media of the Republic of Kazakhstan, which are publicly 
available. The sample included 30 articles, divided by experts on the 
degree of generalization. In total, experts determined five degrees of 
generalization by analogy with the correlation coefficients: very weak 
generalization, weak generalization, medium generalization, strong 
and very strong generalization.

Tables 1 and 2 describe the total number of proposals in publi-
cations, the number of proposals with generalization, the numerical 
rating of the publication’s generalization for a sample of five publica-
tions. The publications were selected taking into account the expert 
evaluation of the degree of generalization. 
Table 1: Results of comparison of the algorithm and the expert evaluation obtained 

using the dictionary according to Dankova [5]
Таблица 1. Результаты сравнения алгоритма и экспертной оценки, 

полученные с использованием словаря по Данковой [5]

Ref. Num. of 
sentences 

Generalization 
evaluation Expert estimate

(Duvanov, 2018)1 45 1.0 very strong
(Bompiyeva, 2018)2 70 0 very weak 
(Satpayev D, 2018)3 46 0.04 average
(Tukpiyev, 2018)4 157 0.08 weak  

Table 2: Results of the algorithm and expert evaluation using the dictionary 
according to Dankova [5], Smith [9], Orlova [8], Frolova [4]

Таблица 2. Результаты алгоритма и экспертной оценки с использованием 
словаря по Данковой [5], Смиту [9], Орловой [8], Фроловой [4]

Ref. Num. of 
sentences 

Generalization 
evaluation Expert estimate

Duvanov 45 1.24 very strong
Bompiyeva 70 0.31 very weak 
Dosymov 46 0.8 average
Tukpiyev 157 0.5 weak  

Agentstvo5 12 0.04 very weak 
Isabayeva6 104 0.64 average

Conclusion and Future Work

This paper introduces an algorithm for numerical evaluation of 
generalization, based on a lexicon-based approach, and its compari-
son with expert evaluation.  The minimization of the difference be-
tween the expert evaluation and the algorithmic estimation is 
achieved by optimizing the parameters of the weightings of the key 
dictionary, elements-modifiers and the generalization coefficient α.

Words, phrases, opening phrases of the generalization selected 
according to the researchers in psychology and applied computer lin-
guistics were selected to the dictionary. The dictionaries were formed 
manually and based on the ready-made dictionaries and opening 
phrases of the Russian National Corpus.

Numerical calculations were performed using a special software 
application on C#, with the connection of SQLite, Regular Expressions. 
The algorithm of numerical estimation was tested on a small text-based 
corpus. Numerical estimates are obtained, the accuracy of the text recog-
nition and the correlation between the algorithmic estimation and the 
expert one are observed. The experiment showed that the numerical es-
timate has an average degree of correlation between the algorithmic es-
timate of the publication’s generalization and its expert evaluation.

According to our research program, we will test the proposed 
algorithm on a large text-based corpus with its volume over 30 mil-
lion words, seven years of official media of the Republic of Kazakh-
stan, articles to be collected from open sources will be stored.

In the future works, the sentiment classification, the joint influence 
of the generalization and sentiment of the publication on the audience 
will be considered, and extend the research for the Kazakh language.
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