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Abstract

The paper presents an overview of state-of-the-art algorithms used in recommender systems. We dis-
cuss the goal of collaborative filtering (CF) as well as different approaches to the method. Specifically,
we talk about Singular Value Decomposition (including optimizations, bias, time sensitive Singular
Value Decomposition (SVD) and enhanced SVD methods as SVD++), clustering approaches (using K
means clustering). We also discuss deep learning methods applied to recommender systems, such as
Autoencoders and Restricted Boltzmann Machines. We also go through qualitative evaluation metrics
of the algorithms, with a special emphasis on the classification quality metrics, as recommender sys-
tems are usually expected to have an order in which the recommendations are delivered. At the same
time, we propose a tool that automates the processes of CF algorithms launch and evaluation, that con-
tains data pre-processing, metrics selection, training launch, quality indicators checks and analyses of
the resulted data. Our tool demonstrates the impact that parameter selection has on the quality of the
algorithm execution. We observed that classical matrix factorization algorithms can compete with new
deep learning methods, giving the correct tuning. Also, we demonstrate a significant gain in time be-
tween the manual (involving a person that launches all the algorithms individually) and the automatic
(when the tool launches all the algorithms) algorithm launch.
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AHHOTALMA

B craTbe npejcTaBieH 0630p COBPeMEHHBIX aJITOPUTMOB, UCIOJIb3YEMbIX B PeKOMEeH/JaTe/IbHbIX CH-
creMax. Mbl 0o6cyx/JjaeM Lesb KosslabopaThBHoW ¢uibrpanuu (CF), a Takxke pasjMuHble MOAXOAbI
K 3TOMY MeTOoJly. B 4aCTHOCTH, Mbl TOBOPUM O CHUHTYJISIPHOM Pas3JioXKeHUH (BKJIIOYasi ONTHUMU3ALUIO,
cMellleHHUe, YyBCTBUTE/IbHOE KO BpEMEeHHU CUHTYJIIpHOe pa3joxeHHe (SVD) M pacmimpeHHble MeTOAbI
SVD kak SVD++), mozixo/iax K KJacTepusanuu (C ucrnosb3oBaHueM Metoza K-cpeanux). Mel Takke 06-
Cy’KJlaeM MeTO/bl I/Iy60KOoro oby4yeHus1, IpUMeHsieMble K peKOMeH/aTeJIbHbIM CHCTeMaM, Takue Kak
ABTO3HKOJlepbl M OrpaHUYeHHble MallMHbl BosibliMaHa. Mbl TakXke paccMaTpUBaeM KayeCTBEHHble
METPHUKH OLIeHKH aJIF'OPUTMOB, y/essas ocoboe BHUMaHWe MeTPUKaM KayecTBa Kjaaccuukaluy, 1o-
CKOJIBKY peKOMeH/laTeJIbHble CUCTeMbl OObIYHO JIOKHBI UMEThb NMOPAA0K, B KOTOPOM BBINOJIHAIOTCSA
pexkoMeHJalnuU. B To xe BpeMs Mbl Ipe/ijlaraeM HHCTPYMEHT, aBTOMATU3HPYIOLMI TPOLIEeCChI 3alycKa
Y OIIEHKH aJITOPUTMOB KOJJIAG0PAaTUBHON QUIBTPALNHY, COAEPKALIUN TPeBAPUTEIbHYI0 06paboTKy
JIaHHBIX, BBIOOP METPHUK, 3alyCK 06y4yeHUs, IpoBepKy Noka3aTesell KayecTBa U aHa/IU3 MOJyYeHHBIX
JlaHHBIX. Halll ”HCTPYMEHT leMOHCTPUPYeT BJIUSAHUE BbI6OpA IapaMeTPOB Ha Ka4eCTBO BINOJHEHHUS
ajaropuTMma. Mbl Ha6J/110/ja/y, YTO KJIaCCUYeCKHe aJifOPUTMbI MAaTPUYHOT0 GaKTOPHU3aLMU MOTYT KOH-
KypUpOBaTb C HOBbIMU MeTOJaMH IJ1y60KOro o6y4yeHus, jaBasi IpaBUJIbHYI0 HacTpoiiky. Kpome Toro,
MBI IeMOHCTPUPYEM 3HAYUTEJbHbIN BBIUTPBILI BO BpEMEHU MEX/Y PYYHbIM (C y4acTHeM 4esoBekKa,
KOTOPBIH 3aMycKaeT BCe aJIFOPUTMbl UHAWBU/AYaJbHO) U aBTOMaTH4YeCKUM (KOrJa UHCTPYMEHT 3aly-
CKaeT BCe a/ITOPUTMbI) 3allyCKOM aJIFCOPUTMa.

KioueBble C/10Ba: asTomMaTn3anus, KoiabopaTuBHass GUILTPAIMS, PEKOMEH/IATENbHbIE CHUCTE-
MBI, peKOMeH/laTeIbHbIi UHCTPYMEHT.
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Introduction C. Requirements

Recommender systems represent a specific type of software that
are designed to predict user behavior and suggest items that are
of most interest for a user at a given time (items can be movies,
articles, music, etc.). As a result, user satisfaction grows and so does
the service’s income. The income does not have to be direct reve-
nue; the service can capitalize on gaining user loyalty and retention,
that in a long run might turn into revenue from ads, subscriptions,
or others [1]. With giants like Netflix, YouTube, Amazon and many
others, recommender systems (RecSys) gained influence in the in-
dustry and became an important part of service-user interaction.
Depending on the business model, RecSys may be the core of the
service (think TripAdvisor or Booking) or can be a complimentary
service that eases navigation and decision making. There are 2 gen-
eral approaches in RecSys: content based filtering and collaborative
filtering.

Content based filtering uses previous knowledge and items features
to recommend users similar items to what they have already liked.
The recommended content is based on user interest and their ex-
plicit feedback [2]. Product description of all available items is re-
quired. Usually, content-based filtering is applied to movies, books
and articles. It is best suited for cold-start problems as it does not
require big amounts of data to work. However, the method is highly
influenced by user’s (or item’s) features, so the diversity of recom-
mendations may suffer [3].

Collaborative filtering looks at the user’s interaction history with
different items (purchases, ratings), but also observes similar de-
cisions in other users. Thus, the recommendation is constructed
based on the user-item interaction as well as the interactions of
users with similar characteristics with the same item. By using an-
other user’s information to decide, CF employs group knowledge to
construct the recommendation based on user similarity [3, 4]. In
such context, recommendations are based on filtering users with
related behavioral patterns. One of the shortcomings of CF is the
cold-start problem, because the method requires vast prior knowl-
edge of user’s habits or user-item interaction. On the other hand, it
is not bound by user (item) features, making the recommendation
span wider.

Problem Formulation

A Scope of the paper

The scope of this work is to review all the major CF algorithms and
their evaluation metrics and to propose a tool that automates the
processes of CF algorithms training and evaluation.

B. Related work

The closest tool to our approach is Cornac, written in Python by
Preferred.Ai'. It was designed to work with models that use as input
data: image, text, social networks and enables fast experimentation.
Cornac is compatible with the most important ML frameworks,
such as TensorFlow, PyTorch. It allows users to pick any model from
their model zoo and test them on available datasets - MovieLens,
Netflix Prize, Amazon, Tradesy etc., and set test-training splits. It
also offers evaluation metrics such as MAE, RMSE, Recall, NDCG,
AUC (ROC-curve). Finally, the user can see the statistics of the mod-
el’s performance in a generated table.

Requirements for our tool are based on Cornac’s specs, defined in
section LB, as well as our own considerations: the program must
have as input parameters: algorithm model, configuration, eval-
uation metrics and dataset; the output should be a table with the
experiment’s statistics in a configurable directory. Must have the
possibility to input different algorithm parameters for comparative
evaluation.

Collaborative filtering goal

As mentioned before, CF algorithms work based on analyzing and
comparing user preferences. They need vast amounts of data to
work properly. Regardless, they have gained popularity because
of their diversity in recommendations and are widely used at Net-
flix, Amazon, YouTube. There are 2 types of CF: heuristic (memo-
ry-based) and model-based.

A. Heuristic approach

In its turn, the heuristic approach can be split into user-item filter-
ing and item-item filtering.

User-item filtering choses an user and then finds other users with
similar behavior and recommends the former items that were pre-
viously liked by the latter [5]. Item-item filtering choses an object
instead of an user, then identifies users who liked this item, after
which it finds other items that were also liked by these users (or
ones similar to them).

The main difference between the heuristic approach and the mod-
el-based one is that it does not use gradient descent (or any other
optimizator) to compute weights. The similarity between the us-
ers is calculated using cosine similarity or Pearson correlation co-
efficient, both being based only on arithmetical operations. Thus,
algorithms that do not use weight computation and don’t employ
optimization are categorized as heuristic methods and considered
easy to use. However, their performance drops when using sparse
data and make this approach not scalable for real-world problems.
B. Model-based approach

In this approach, CF models employ machine learning algorithms
and techniques for constructing recommendations. These algo-
rithms can be sub-categorized into matrix factorization, clustering,
and deep learning.

Matrix factorization Let A be a matrix of dimension (m,n). This ma-
trix can be viewed as a product of 2 matrices of sizes (m,k) and (k,n).
For example, A matrix can be the ratings users gave to movies [6].
Each row represents a user, while each column represents a movie.
Obviously, this is a sparse matrix (not all users rated all movies).
One of the benefits of Matrix Factorization (MF) is that it can infer
user preferences when explicit feedback is not available [7]. Using
implicit feedback, it can infer if a user might like a movie they have
not yet seen and recommend it. MF can be formulated as an opti-
mization problem with loss functions and constraints. Constraints
are selected based on the model’s features [8]. MF can be executed
using various techniques, such as: Singular Value Decomposition
(SVD), Probabilistic Matrix Factorization (PMF), or Non-negative
matrix factorization (NMF) [9].

Clustering The idea of clustering is similar to the heuristic approach
in RecSys. Clustering algorithms also utilize user similarity in order
to predict ratings. The difference is that the similarity is computed
using unsupervised learning methods and not cosine similarity or

! Cornac: A Comparative Framework for Multimodal Recommender Systems [3iexTpoHHbI# pecypc]. - URL: https://cornac.preferred.ai/ (zaTa o6parenus: 14.07.2020).
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the Pearson correlation coefficient [10]. Also, the number of similar
users is constrained to k, making this approach more scalable. In
order to deal with sparse data, K-means clustering algorithm was
proposed, and became the most popular algorithm that uses this
approach [11].

Deep learning Recently, deep learning has been actively used for
building RecSys. Deep learning algorithms gained popularity be-
cause they can overcome the shortcoming of traditional methods
and achieve high recommendation quality [12]. Due to its nature
to capture nonlinear relationships between users and items, deep
learning provides better representations for them, which leads to
better recommendations [13]. With neural networks, users and
items can be modeled into low dimensional vectors in a latent
space [14]. There are many models based on deep learning; some
of the most popular are Autoencoders, convolutional neural net-
works (CNN) based recommendations, Restricted Boltzmann ma-
chine-based recommendations (RBM) and also recommendations
based on Recurrent Neural Networks (RNN) [15].

Major collaborative filtering algorithms
review

A. Top-N Recommendations

Top-N recommendations are a good example of heuristic algo-
rithms. The idea of the algorithm is to recommend a set of N items
with highest ratings, which would be of interest for a user. Top-N
recommendations analyze the user-item interaction matrix to find
correlations between them to produce recommendations. Top-N
are divided into 2 subgroups: user-based Top-N recommendations
and item-based Top-N recommendations [16].

User-based Top-N recommendations first identify k most similar us-
ers (nearest neighbors) for a specific user, using cosine similarity
or Pearson’s correlation coefficient. After the neighbors have been
identified, the corresponding rows in the interaction matrix are
concatenated to obtain the set of items C, that interested similar us-
ers; the frequency of item incidence is also accounted for. Next, the
most frequent N items previously unseen by the user from set C are
recommended. This algorithm has limitations in terms of scalability
and real-time execution [17].

Item-based Top-N recommendations were developed to overcome
the scalability issue. The algorithm first identifies k most similar
items and, reasoning from their features, creates the set C of poten-
tial recommendation candidates. Then the set U of items already
seen by the user is deleted from C and all the new items similar to
C and U, but unseen by the user, are collected into the final set. This
set is sorted in descending order by item frequency and the user is
recommended the first N objects [18].

B. SVD

1) Classical SVD

SVD algorithm is based on MF and is one of the most popular in
RecSys; it was proposed by Simon Fank at the Netflix Prize competi-
tion? It is partially based on the SVD algorithm from linear algebra,
where the main formula is:

A=UwT )
T
Where matrix ¥ is of size 111 X m V" size of n x n, and their col-

umns are orthonormal. 4is a diagonal matrix of size m x n, contain-
ing singular values of A. Because disa diagonal matrix, it can be

combined with either L7 or ¥ , which resulted into the classic for-
mula of SVD recommender algorithm [7]:

T = a1 Py (2)
Each item and user is represented as a latent vector (i for object i
and Pu Pu for user u, respectively) of size k, which is a narameter of
the model corresponding to the number of features. "uiin this sce-
nario is the expected rating by a user u on an item i, for example a
movie rating. Itis worth mentioning that linear algebra SVD can be
computed only for dense matrices. If the initial matrix has a missing
value, SVD cannot be calculated; in this case the initial matrix can
be approximated. In order to obtain a dense initial matrix, missing
values were filled in. Soon it turned out this scenario is not feasi-
ble, as it distorted the data. Thus, a special normalized model was
proposed, that made use only of known ratings. In order to get the
latent vectors i and Pu for users and items and predict the future
rating "ui, the system minimizes the normalized root square error
on multiple known ratings:

min Y (= alp.)"+ Apel® + llg.1®)

{wi)eD

(3)

where D is the number of (u, i) pairs for which the rating Muiis
known. The system trains the model using previously known rat-
ings. Its goal is to generalize these figures to predict future ratings.
In order to avoid overfitting, the length of latent vectors is penal-
ized. Regularization is executed by optimizing the los< and some
other feature function, for example vector norms. The “*responsi-
ble for regularization is computed using cross-validation.

2) Optimizations

The main mechanism of optimizing the formula to find factor vec-
tors (3) is gradient descent. Simon Fank [19] used stochastic gradi-
ent descent, where the algorithm goes through all the user ratings
in the training set. For each case, the system predicts "ui Tuiand
computes the error:

2] T
e E T —qipy 4)
Then the vectors are updated by taking a step in the opposite di-

rection to the gradient of the loss function with some parameter ¥
¥ and thne

9: < q; + v(ewpy — Aq) (5)
Py < Py +v(eyq— Ap,) (6)
3) Bias

One of the strengths of MF is its flexibility in working with different
data. Formula (4) analyzes the interaction between users and items
and comes up with the rating. It happens that some users over-rate
or under-rate some items, which in their turn can be less or more
popular. That is why SVD’s performance might suffer. To solve this
problem, bias is introduced:

by=p+b;+b, (7)

where bm‘ is the bias of the rating "ui, bl‘ item bias, I’u user bias,
and p — global bias or the general rating mean. With this, formula
(2) becomes:

ﬁ=ﬁ+bi+bu+quu (8)

Finally, SVD learns by minimizing the square root error.

2 MovieLens data [dsiekTpoHHBIi pecypc]. — URL: http://www.grouplens.org (naTa o6parenus: 14.07.2020).
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4) SVD ++ tions to encode(x) : R® = R? and decode(z) : R — R™

In «Factorization Meets the Neighborhood» [17] the authors de-
scribe a modification of the SVD model. Each user is associated with
2 groups of items: R(u) — the set of items with known ratings and
N(u) — the set of items which do not have an explicit rating. SVD++
method uses implicit feedback. Because implicit feedback may
sometimes be unavailable, N(u) can be replaced R(u), as R(u)cN(u)
always holds.

5) Asymmetric SVD++

Along SVD++, authors in [17] propose an alternative model. The
idea behind this model is also to use implicit feedback.

6) Time SVD++

One of the well-known flexible models is TimeSVD++. In datasets
like MovieLens® [28] and Netflix Prize?, besides the history of user
ratings, there is also information about the time they were given.
In order to make use of these data, the paper «Matrix Factorization
Techniques for Recommender Systems» [7] suggested plugging into
SVD++ some knowledge about time. Time SVD++ makes use of bias.
2 types of bias can be used: item bias and user bias. With item bias,
time intervals in which ratings are observed are split into bins (30
in this paper) and for each item a time changing bias parameter -
B; ginre1- is added. The parameter is chosen based on the bin of
variable t. User bias is more difficult to compute; similarly, the user’s
bias By, ¢ is added for each user, along with a term @u.

C. K-means clustering

Clustering considers objects as vectors in a high-dimensional space
and forms groups such that objects inside every group are most
similar to one another and most different from objects in other clus-
ters. In clustering, the dimensionality of input data is divided into k
partitions. Choosing the right initial k is crucial, because incorrect
choice of the k parameter may lead to fault results. The main con-
cept of the algorithm consists of minimizing the sum of the squared
distance between the data points and centroids:

k 9)
V=), 2, Gomy
i=1 xES;
where ke is the number of clusters, 5[ — resulted clusters,
i =12....k, and y. — centroid af all *vectors from cluster

5;. The algorithm was first described in «An improved parallel
K-means clustering algorithm with MapReduce»® and consists of 4
steps: chose k, which will denote the centroids of the cluster; cal-
culate the Euclidean distance between the k centroids and the rest
of the vectors; the closest vectors are assigned to that one cluster;
centroids is re-computed; the algorithm stops after centroids stop
changing or on another specific condition.

D. Autoencoders

The Autoencoder is an artificial neural network with input, hid-
den and output layers. The input and output layers have the same
number of neurons. It is an unsupervised learning method that
encodes input data and outputs learned data representations, by
ignoring the “noise” in the data. The basic idea is that it learns to
copy its input to its output. The autoencoder first maps data to
some latent, more compact representation, only to restore the
data to the original dimensionality, but free of noise, with only the
most important information retained. Hidden layer has the func-

[21]. The goal of the autoencoder is to obtain a d-dimensional rep-
resentation of data in such a way that the error between - and
f{x] = decode(encode (x) }is minimal. During training, the
encoder gets as input, for example, the vector of movie ratings and
computes its latent representation z. In forward-pass, it takes a user
from the training data (represented by their rating-vector x € R,
where n is the number of rated items). Notice that x is sparse, while
the input of the decoder, f{x} € R™, is dense, and contains pre-
dicted ratings for all items. The latent representation is calculated

by:
I=f[W*x+b) (10)

Where fis some non-linear activation, W is the weight matrix and b
is the bias. It has been found that it is important that the activation
function f contains a non-zero negative part in the hidden layers
[21]. It's impossible to fully restore input vector x in the output y
by representation z; that’s why after obtaining vector y, training re-
sumes to using stochastic gradient descent for minimizing the loss
(for example the MSE - Mean Squared Error). In «Denoising Autoen-
coder-Based Deep Collaborative Filtering Using the Change of Simi-
larity» [22], the autoencoder has both the encoder and the decoder
consisting of feed-forward neural networks with fully connected
layers calculated by formula (1).

An extension of the simple autoencoder is the Deep Autoencoder,
that has multiple hidden layers, which proves useful when working
with complex data because of their tendency to learn higher order
features.

E. Restricted Boltzmann Machines

Restricted Boltzmann Machine (RBM) is a generative stochastic
neural net that determines the probability distribution over the
input data. RBM is based on binary elements in a Bernoulli distri-
bution that constitute the visible ¥iand hidden "*i network layers.
The connection between the layers is given by a weight matrix
W= (w; i'], with bias @i for the visible layer and Bifor the hidden
one. The probability distribution over the vectors of the visible and
hidden layers is given by:

N e (CE(W.h)
M=) e CET

where is called the energy function for the network (V. r}. In RBM,
the neurons form a bipartite graph, with visible units on one side
(inputs) and hidden on the over, fully connected. The structure of
the graph allows it to be trained using gradient descent. «Restrict-
ed Boltzmann Machines for Collaborative Filtering» [23] considers
using RBM for recommendations. Say we have M items; N users and
ratings are from 1 to K. In order to use RBM, the first problem to be
addressed are the possible missing ratings. If all N users rated the
same set of M items, then each user could be considered as a train-
ing instance for a RBM, with M SoftMax visible units. Each hidden
unit could learn to model the dependency between ratings for dif-
ferent films. In the case when the majority of the ratings are miss-
ing, every user should be modeled with a different RBM. Each RBM
has the same number of hidden units, but the visible SoftMax units
correspond to the ratings given by the user.

(11

3 MovieLens data [JekTponHblii pecypc]. URL: http://www.grouplens.org (nata o6pamenus: 14.07.2020).

* MovieLens data [sexTpoHHbI# pecypc]. - URL: http://www.grouplens.org (faTa o6paienus: 14.07.2020).

® Funk S. “SVD algorithm” [siexTpoHHBIi pecypc]. — URL: https://sifter.org/simon/journal (fata o6pamenus: 14.07.2020).
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Algorithm Quality Evaluation

The quality of the algorithm based on various metrics is the usual
method in evaluating CF algorithms. Most common datasets used in
RecSys evaluation are public: MovieLens, Netflix Prize Competition,
Goodreads and BookCrossing, although in many cases proprietary,
unpublic data is used. The quality criteria are accuracy of the fore-
cast or of the classifications, computed by specific metrics.

A. Forecast Quality

Forecast quality looks at the difference between the predicted rat-
ing by the recommender system and the real rating from the test
set.

Mean Absolute Error MAE computes the difference between the
prediction and the real rating. A normalized version of MAE called
NMAE is also used. It normalizes the error by the difference be-
tween minimum and maximum ratings.

Root Mean Square Error RMSE was popularized after Netflix Prize.
One of RMSE characteristics is that it disproportionally penalizes
big errors, thus making it sensitive to incorrect predictions. As in
the case of MAE the smaller the value, the better.

B. Classification Quality

The most important metrics to evaluate how good the algorithm
distinguishes good examples from bad ones are Precision, Recall,
F-score, and ROC curve. They measure if the recommended item is
suitable, without which one is better [24]. Of course, this is not al-
ways convenient, because the user usually focuses on best matches.
In such cases, NDCG is employed.

Precision and Recall Considering 4 types of possible output scenar-

ios for predictions: True Positive, True Negative, False Positive and
False Negative, Precision characterizes the aptitude of the model to
make correct predictions, while Recall gives the number of correct
predictions out of all predictions.

F-score This metric was introduced to balance the need of maximiz-
ing Precision and Recall [25]. It includes the information about both
Precision and Recall, proving itself as the best candidate for evaluat-
ing classification quality.

ROC-curve The metric based on the ROC-curve is an alternative to
Precision and Recall. It represents the dependency graph between
true positives rates (also called sensitivity; X-axis) and the total
number of false positives (also called specificity; Y-axis) for different
classification thresholds from point (0,0) (min) to (1,0) (max)® One
major characteristic of the method is AUC (area under the curve)
that is used to identify the capacity of the model to attribute to a
random correct example a higher rank rather than a lower. It is an
aggregate measure of model’s performance; a model that outputs
100% correct classifications will have an AUC of 1.0. A good model’s
graph will flatten in the top left corner [26, 27].

DCG Discounted cumulative gain, usually noted as D (7@ &, is used
if the order or the recommendations is important. The metric ac-
counts for relevancy and position of the recommended item. Rele-
vant objects will rank higher. Also, there is the possibility to calcu-
late the normalized version of the metric, denoted as N D' Gk
. In this case the value of DC (@ & is divided by JDC Gi@E &, which
is the maximum possible value for the DT G@ k for user u if all the
recommendations are ranked in correct order.

T ablel Comparative analysis of different algorithms

rmse mae model batch_size | epoch optimizer dataset train_loss eval_loss ndcg
0.897662 0.707663 Embedding 1024 40 Adam ml-1m 0.783518 0.805796 | 0.99172
0.91333 0.721112 Embedding 2048 40 Adam ml-1m 0.815496 0.834172 0.991212
0.913936 0.721648 Embedding 4096 40 Adam ml-1m 0.815425 0.835279 | 0.99121
0.913981 0.721799 Embedding 5096 40 Adam ml-1m 0.815205 0.835361 0.991221
0.921221 0.732688 Mf 2048 40 Adam ml-1m 0.952845 0.885261 0.99106
0.924686 0.740538 Mf 4096 40 Adam ml-1m 0.964502 0.890183 0.991041
0.919099 0.737387 Mf 5096 40 Adam ml-1m 0.957858 0.881622 0.991163
0.916629 0.72576 NFC 1024 40 Adam ml-1m 0.976101 0.978186 | 0.991013
0.920278 0.729483 NFC 2048 40 Adam ml-1m 1.016503 1.017418 | 0.990979
0.923661 0.736542 NFC 4096 40 Adam ml-1m 1.069894 1.069072
0.908309 0.716352 SVD 1024 40 Adam ml-1m 0.809234 0.825025 | 0.991179
0.908263 0.71652 SVD 2048 40 Adam ml-1m 0.807266 0.824942 | 0.991184
0.908069 0.716626 SVD 4096 40 Adam ml-1m 0.805809 0.824589 | 0.991202
0.908197 0.717079 SVD 5096 40 Adam ml-1m 0.806059 0.824822 | 0.991209
0.701217 Embedding 1024 50 Adam ml-1m 0.76251 0.792417
0.906517 0.715482 Embedding 2048 50 Adam ml-1m 0.801086 0.821773 | 0.991433
0.913532 0.721314 Embedding 4096 50 Adam ml-1m 0.814093 0.83454 0.991211
0.923723 0.737501 Mf 1024 50 Adam ml-1m 0.964439 0.888988 | 0.990987
0.924147 0.740093 Mf 4096 50 Adam ml-1m 0.966159 0.884982 | 0.991166
0.924065 0.740294 Mf 5096 50 Adam ml-1m 0.967744 0.886099 | 0.99121
0.915574 0.727545 NFC 1024 50 Adam ml-1m 0.962916 0.960318 | 0.990916
0.915199 0.727524 NFC 2048 50 Adam ml-1m 0.975107 0.97591 0.990985
0.920537 0.732639 NFC 5096 50 Adam ml-1m 1.042509 1.041333 | 0.990921
0.908367 0.716569 SVD 1024 50 Adam ml-1m 0.809244 0.825131 | 0.991173
0.90823 0.716479 SVD 2048 50 Adam ml-1m 0.80724 0.824882 | 0.991187

¢ Guo S. Analysis and Evaluation of Similarity Metrics in Collaborative Filtering Recommender System: Thesis of the Degree Programme in Business Information
Technology. Tornio, 2014. [9nexTpoHHBIN pecypc]. - URL: https://www.theseus.fi/bitstream/handle/10024/80193/Shuhang%20Guo_BIT10_K0951349_FinalThesis.
pdf?sequence=1 (zata o6pauenus: 14.07.2020).
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Implementation Details

In this chapter we will describe the program package we created. It
corresponds to the requirements from II.C, containing 4 functional
modules. The package is developed on Python 3 using Tensorflow.
A Workflow description

First step consists of defining the input parameters into the com-
mand line, which can be used with «—eval_only» mode (no train-
ing) or «—config» parameters. The config file contains information
about the datasets (MovieLens, Goodreads, BookCrossing); the
model parameters (batch size, epoch, learning rate); model archi-
tecture (keras layer description and directory path); used optimiz-
ers; usage of learning rate schedule ; evaluation metrics; possibil-
ity to save results into MLFlow; data input directory. In the second
part, the program performs training. The third step consists in com-
puting the model’s performance. Finally, the last step outputs the
result into the selected directory in the form of a .csv file containing
the name of the model, its parameters, used datasets as well as the
evaluation metrics. The possibility of multiple launch for evaluating
parameter tuning is executed by a special loop that creates a mul-
titude of parameter combinations and automatically launches the
created configuration.

B. Available models and evaluation metrics

The following models were considered: Matrix Factorization with:
SVD, SVD ++, Variational Autoencoder, Bayesian personalized rank-
ing; Neural collaborative Filtering; Turicreate (CF algorithm devel-
oped by Apple); Autoencoder.

As evaluation metrics we used Accuracy, Precision, Recall, RMSE,
AUC-ROC curve (with implementation from Keras); DCG score with
k=5 most relevant results and NDCG score with k=5 most relevant
results.

C. Input parameter reading, training and results output
Input parameters are sent to the main program using the command
line and loaded using a yaml.load file. This triggers the train_model
function (with arguments parsed from the config file) which trains
each model form the config file for all batch_size, epoch, learning_
rate values and selected optimizers. The model is compiled by the
model.compile function and trained in model.fit (skips this step if
eval_only was selected). After training is completed, the model is
evaluated using model.evaluate (with users, items and ratings from
datasets as parameters). The results are saved in a .csv file as well
as in MLFlow if that was opted for. The results are saved after each
training loop.

Experimental evaluation

This experiment considers the models described in chapters IV and
V. We used the MovieLens dataset, as it is the most used in evaluat-
ing recommendation algorithms performance (but Goodreads and
BookCrossing are also available). Experiments were run on 2 CPU
Intel Xeon Silver Cascade Lake-SP 4208 8C/16T; 4 GPU NVIDIA PNY
Quadro P5000 16GB GDDR5xPCle3; RAM 128 GB; 2 Tb SSD. Source
code for the experiment we published in https://github.com/Ily-
ushin/rec-tool.

A Parameter tuning and algorithm performance

We demonstrated the influence of parameter tuning on the quality
of the model by using the multiple launch strategy that automati-
cally combines parameters over the fixed datasets and evaluation
metrics to get a result. Because of the large number of possible com-
binations, we will mention only the most interesting results and
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will shoe a small portion of the results in the comparative analysis
section. The dataset has 6040 unique users and 3706 unique items.
For example, the best performance shown by Embedding was for
batch size 1024 for 50 epochs, while MF performed best on batch
size of 5096 on same number of epochs. Neural Collaborative Filter-
ing got good result with 50 epochs and a batch size of 2048. For The
performance of each model is determined by the correct parameter
tuning. Our package demonstrates this dependency and offers the
possibility to obtain the best configurations of parameters of data-
sets and evaluation metrics.

B. Comparative analysis of different algorithms

For comparative analysis, we launch the algorithms in the best con-
figurations obtained in VIL.A. A part of the results for comparative
analysis on Movielens are presented in Table I. As we can see, the
developed tool gives the possibility to demonstrate the difference in
quality for various Collaborative Filtering algorithms on fixed eval-
uation metrics and datasets. Also, we can observe that classical MF
algorithms can compete with new deep learning methods, giving
the correct tuning. These results demonstrate once more that the
problem of parameter tuning is still actual and needs proper inves-
tigation.

C. Testing time gain analysis

We have implemented experiments to demonstrate the time gain
for manual vs multiple launch. Using a special time-measurement
utility, we calculated the time needed for a person to manually
launch all the tests for all the configurations and compared it with
quality, we do not care about the real metrics outputs and used only
random parameter values, while the datasets for both manual and
automatic launches are the same. We found that for the Movielens
dataset, the researcher’s times for launching the recommendation
models and looking for the best parameters’ combinations are:

. Manual launch - approx. 6 hours.

. Automatic launch - about 30 minutes.

It is easily observable that the time gain constitutes over 5 and half
hours, which demonstrates the capability of our program to dra-
matically decrease the time needed to manually pick parameter
configurations and launches for algorithm testing. Also, this ap-
proach eliminates the need of a person to be physically present to
relaunch an experiment after the previous terminates, as our pro-
gram automates this process and frees valuable human resources.

Conclusion

In this paper we investigated sophisticated functionalities of com-
plex programs, collaborative filtering algorithms and metrics for
their evaluation. We developed and implemented a program that
automates tests with these algorithms. We also conducted ex-
periments that compared the quality of different algorithms and
demonstrated the influence of specific parameter tuning on their
performance. Also, we have shown that matrix factorization algo-
rithms can compete with deep learning models, given the right pa-
rameter tuning. Besides that, we demonstrated a significant time
gain when testing the algorithm using our program rather than
launching each experiment by hand.
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