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Abstract

The saas.jinrru service is an attempt to simplify the usage of the JINR Multifunctional Information and
Computing Complex (MICC) of the Joint Institute for Nuclear Research (JINR). It aims at providing a
simple problem-oriented web-interface to help students and beginner researchers in the physics do-
main to abstract away the complexity of the computing infrastructure and to focus on the actual re-
search. In this paper we show our approach to one of the problems within the scope of the project:
interactive data visualization in a web-browser. When approaching this problem, we considered two
major requirements to the system: first, users may not have any programming skills, so any interaction
should be performed using simple visual components; second, the system must be horizontally scalable
to cope with irregular user work-sessions. The paper describes how we used Bokeh and Dask for inte-
grating our data visualization solution within the Django framework to deal with the first requirement,
and the JINR cloud for service scaling. Application of cloud technologies facilitates dynamic distribution
of workload across virtual machines, thus making it possible for us to control the balance between effi-
cient hardware utilization and end-user experience. Shared in this work resulting software architecture
and applied solutions, as well as some performance considerations, can be used as an example when
designing other cloud-native scientific applications.
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AHHOTanUs

CepBHcC saas.jinr.ru siBjsieTcsl MOMBITKON YIPOCTUTb MCI0JIb30BaHHE MHOTOQYHKIIMOHAJIBLHOTO MH-
$OopMaLMOHHO-BBIYMCAUTENBHOT0 KoMILJIekca O6'beIMHEHHOT0 HHCTUTYTA S1lepPHBIX UCCIeJlOBaHU .
CepBHucC saas.jinr.ru - 3To NONbITKA yIPOCTUTh UCI0JIb30BaHHe MHOroQyHKIMOHAJBbHOr0 HHGOPMaLU-
OHHO-BbIYUCIUTENbHOrO KoMisiekca (MMBK) O6beiuHEHHOrO MHCTUTYTA AlePHbIX UCCIe0BaHUMN
(OHN). Ero uenb - mpefoCTaBUTh MPOCTOHN MP06JIeMHO-OPUEHTHPOBAHHBIN BeG-UHTEepdeENc, KOTO-
PbIf HOMOKET CTYZ,eHTaM U HAYMHAIOIIUM HCC/Iel0BaTeNsAM B 06/1acTH GU3UKH a6CTParupoBaThCs OT
CJIOKHOCTH BBIYMCJIUTENbHON MHPPACTPYKTYPbl U COCPEJOTOYMTLCSA Ha peasbHbIX HCC/Ie/l0BaHUAX.
B aToit cTaTbe MbI MOKa3blBaeM Hall MOAXOJ K OZAHOM M3 3aj/iay B paMKax NpoeKTa: HUHTepaKTHUBHAs
BM3yasM3alus JaHHbIX B Be6-6paysepe. [logxo/s K 3TOM npobJieMe, MbI Y41 JiBa OCHOBHBIX Tpe6o-
BaHMA K CUCTeMe: BO-TIePBbIX, 10/1b30BaTe/IN MOTYT He 06J1a/laTb KAKUMU-JM60 HaBbIKAaMU IPOrpaM-
MUPOBaHUS, O3TOMY JII060€e B3aUMOAeHCcTBUE JOKHO IMPOUCXOAUTD C UCIOJIb30BaHUEM MPOCTbIX
BM3yaJIbHbIX KOMIIOHEHTOB; BO-BTOPBIX, CUCTEMA JI0JDKHA ObITh MaclITaGMPyeMOH M0 rOpPU30HTAIH,
YTOOBI CNPABJIATHCS C HEPETYJIPHBIMU pab0YMMU CECCUSIMU N0JIb30BaTeJ e, B cTaTbe onuckiBaeTcs,
Kak 6blIM Hcrosb3oBaHbl Bokeh n Dask a1 nHTerpauuu Hauero perieHust BU3yaJn3aly JAHHbIX
B CTPYKTYpy Django, 4To6bI y10BIETBOPUTH ITIepBOMY TpebGoBaHMIo, U 06s1ako OUAN s macmtadu-
poBaHHUs cepBuca. [IpuMeHeHHe 06JIa4HBIX TEXHOJIOIMH MO3BOJIET JAUHAMHUYECKHU Iepepacnpeje-
JIATb Harpy3Ky MeX/y BUPTyaJbHbIMM MallMHAMH, YTO N103BOJISIET KOHTPOJIMPOBATb GalaHC MEXLY
3¢ eKTUBHBIM UCNOJb30BaHUEM 060PYA0BAHUSA U YA,06CTBOM /IJ1s1 KOHEYHbBIX NoJsib3oBaTesel. [Ipu-
BeJleHHble B 3TOH paboTe UTOroBasl apXUTEKTypa NMPOrpaMMHOT0 obecliedeHUsl U NMpUKJIaJHble pe-
IIeHMs, a TAaK’Ke HEKOTOpble OLleHKH NMPOU3BOAUTENbHOCTH MOTYT ObITh HCIOJIb30BAHbI B KauecTBe
npuMepa nNpu pa3paboTKe Apyrux 06Ja4HbIX HAyYHbIX TPUJIOXKEHUH.

KiroueBble C/10Ba: o6siavuHble BbIMUCIEHHs, BU3yaln3alus JAHHbIX, 6alaHCUPOBKA HarpysKH,
BUPTYyaJU3alUs.

PUHAHCUPOBAHUE: KCCIe0BaHUE BBINOJIHEHO 3a CYeT rpaHTa Poccuiickoro HayyHoro ¢oHzaa
(mpoekTt Ne 18-71-10095).
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1. Introduction

The Multifunctional Information and Computing Complex (MICC)
[1] of the Joint Institute for Nuclear Research is a computing infra-
structure that consists of three basic components: the cloud infra-
structure [2], the Complex of Information and Computing Resourc-
es (CICC) and the HybriLIT heterogeneous platform [3] (which
includes “Govorun” supercomputer). It is an example of a complex
scientific infrastructure each part of which is designed for solving
specific types of computational tasks. This complexity implies that
users need to have enough expertise not only in their research do-
main, but also in using the MICC to be able to choose and use the
most suitable components of it for their tasks to be solved efficient-
ly. The lack of expertise in MICC usage may lead to its inefficient
utilization and waste of costly resources.

Gaining experience in MICC usage inevitably leads to the need of
time-consuming training. While this is suitable for regular MICC
users, in some cases users are tight in time limits, e.g. summer stu-
dents. The saas.jinr.ru project [4], [5], [15], [20]-[23] is being de-
veloped for such specific cases: its goal is to give a simple graphical
web-interface to quickly access and start using the MICC for run-
ning a limited number of predefined applications. In this paper we
focus on the data visualization component of the project: its archi-
tecture and technologies used.

2. Initial assumptions

2.1 Software requirements

The project focuses mainly on students in the high-energy phys-
ics (HEP) domain who may not have experience with any plotting
software yet. Taking into account tight time-limits of our potential
users the goal was to give them a basic, simple and self-explanatory
plotting tool that would be available via the web-interface of the
service. Such a solution would make it possible to place data visu-
alizations into the data analysis workflow built on the saas.jinr.ru
service only, without the need to learn other more complex tools.
One of the main decisions made in the saas.jinr.ru project design
is that it should be built on free and open-source software (0OSS).
Since visualization is an important part of any data analysis [6], nu-
merous software solutions and libraries, both commercial and free/
0SS, are available to choose from [7]-[9] and emerging. Initially, the
only strict technical restriction was the ability of the visualization
solution to be integrated into the Django framework (lying in the
base of the project).

2.2 Workload expectations and requirements

The project mainly focuses on irregular users that are expected to
generate rare, but significant spikes of load for relatively short pe-
riods of time (up to a few weeks). Typical scientific school (as an
example of such a group of users) held by JINR lasts a week and
has about 50 participants, but may vary from a few to dozens of
participants. Given that the datasets may be large enough to pro-
duce significant computational workload during visualization and
assuming that all of the users will work simultaneously, it is rea-
sonable to distribute the workload across multiple computational
nodes to keep the web-portal responsive. We considered the two
possible ways to distribute the workload: place all the workload on
the client side or on the multiple backend servers.
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The client-side solution introduces additional uncertainty: hard-
ware characteristics of client devices (which may be their personal
devices) are unknown in general case and they may not be powerful
enough to deal with large datasets. Additionally it requires transfer-
ring all the data to the client, even when not all of it is needed for
visualization, thus introducing unwanted network channel load. To
be able to better control the quality of service we chose the second
approach: do most of the compute-intensive operations server-side.
We didn’t take into account an option to dedicate a single backend
server because of the unpredictable future load (that depends on
the varying number of simultaneous users and datasets size) which
may exceed its capabilities.

Because of expected irregularity of the service usage and varying
workload intensity it is not reasonable to dedicate a fixed amount
of computational resources permanently. A better solution is to use
the cloud technologies to dynamically allocate virtual resources in
accordance with the current needs.

2.3 Typical data

To illustrate the process of choosing the appropriate size of virtual
resources we need to describe a sample dataset that we used for
this purpose. It contains the charge-time dependence of the sys-
tem of ten Josephson junctions [10] used to study the resonance
phenomena in a model of intrinsic Josephson junctions shunted
by LC-elements (L-inductance, C-capacitance). It is a relatively
small, but typical dataset that is represented by a plaintext file with
3310331 rows, each of which contains 12 numeric values, the over-
all size of the data file is 502 MB.

The sample dataset also illustrates why we want the data visualiza-
tion tools be interactive: data points density of the dataset is high
enough to hide the underlying subtle patterns at a small screen of a
computer, which can only be discovered by a human eye after zoom-
ing in on the plot and investigating different regions of it at a higher
scale.

3 System Design

3.1 Architecture

The part of the whole system architecture involved in data visual-
ization is simple and is depicted on Fig. 1. It consists of a load bal-
ancer routing user requests to a number of application nodes, a
database node and a cloud scaling service. All the nodes are virtual
machines (VM) hosted in the JINR Cloud.

User Requests

A

Load Balancer Virtual Machine

Application server

A—

Django Application

Database

Application node

Visualization
Components

Cloud VM Scaler

Fig. 1. System architecture scheme
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The application nodes are automatically created by the cloud ser-
vice according to the number of active user requests, thus providing
horizontal scalability. All of them are similar to each other and each
runs an application server with its own copy of a web-portal served
to a limited number of clients.

In the original architecture the database co-located with the
web-application and the web-server on the same machine, but due
to multiple application nodes running simultaneously in the new
architecture the database was moved to a separate machine. The
new load balancer component should also run on a dedicated ma-
chine because mixing it with the application server (and/or the
database node) could make the whole service unresponsive for all
of the users during intensive computations within the application
server caused by a single user.

By simplifying the application server machines and keeping the
same setup in all of them in the form of virtual machines it is
possible to make the service horizontally scalable by utilizing the
standard features of the JINR Cloud.

3.2 Implementation as a Cloud Service

The JINR Cloud is an implementation of the Infrastructure-as-a-Ser-
vice model [11] which main goal is VM provisioning. It is based on
the OpenNebula platform, two of which components - OneFlow and
OneGate - were used to implement horizontal scaling of the service.
The OneFlow component allows JINR cloud users to define multi-
tiered applications (called “services” in terms of OpenNebula), com-
posed of interconnected cloud VMs with deployment dependencies
between them. The OneGate component allows Virtual Machine
guests to pull from/push to OpenNebula information associated
with a particular VM. We use it to perform periodic checks of the
number of active client connections, which is then used by the One-
Flow to make decisions on when to scale in and out the application
nodes.

Tier 1

Load Balancer

Tier 2

Application Node .

Tier 3

Database

Fig. 2. Scheme of the architecture implementation as a OneFlow service. Arrows
represent the data flow, the solid-edge application node box shows the deployed
machines of a running service, the dotted-edge boxes show the scaling capability

of anode role.

The schemes of the implemented OneFlow service for the saas.
jinrru are shown on Fig. 2 and Fig. 3. The tiers on Fig. 2 show the
deployment dependencies of the node roles: higher-tier levels de-
ploy first. When starting the service the database node starts first,
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then at least one application node and finally the load balancer; the
shutdown of the service is performed in reverse order. The logic
behind this deployment order is to give users access to the system
only when all of its components are ready. It is also a protection
measure against the system falling into a split-brain state during
the system startup/shutdown, after which it could be hard to re-
store the system to the normal state. Fig. 3 shows how components
of the service communicate.

Virtual Machine

OneGate OpenNebula

REST API XML-RPC

Load Balancer

Y

OneFlow

¢ T""""i """"" H

Application Node :

Fig. 3. OneFlow service components interaction scheme. Arrows show the
information flow: the poller periodically pulls the number of active client
connections from the Load Balancer, pushes it to the OpenNebula through the

OneGate and the OneFlow then uses it for scaling the Application Nodes

3.3. Underlying Technologies

Three main components introduced to the system to add data visu-
alization features are the load balancer, application server and the
visualization framework. In this section we give an overview of the
technologies used to implement them.

3.3.1 Load Balancer

We used the 0SS version of the Nginx web-server which is also
widely used as a high-performance load balancer in many large dis-
tributed systems. It plays two roles in the system: load balancing
[12] client connections to upstream servers (application nodes)
and providing information about the current number of active con-
nections to the OneFlow service to be used for scaling.

The major limitation of the OSS version is that a list of upstream
servers can not be changed dynamically (which is a feature of the
paid Nginx Plus version). We overcame this limitation by just grace-
fully restarting the load balancer after changing the list of available
upstream servers. In our case it didn’t show any significant impact
on service performance because of the small number of simultane-
ous clients, but it could be a serious limitation for large-scale ser-
vices.

3.3.2 Visualization Software

There’s a number of feature-rich plotting libraries available for Py-
thon and it’s really hard to choose the proper one. While studying
existing solutions we discovered the HoloViz project which aims at
development and support of browser-based data visualization tools
and libraries written in python. One of them - hvPlot - provides a
high-level plotting API built on HoloViews that implements a gen-
eral and consistent API for plotting data in different formats. It sup-
ports a number of popular data types (such as Pandas and XArray)
and plotting APIs (Matplotlib, Bokeh, etc.). We decided to base our
development on HoloViz technologies because it provides a set of
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well-integrated components with features enough for covering all
of our base requirements.

As a plotting backend we used Bokeh as it can be embedded in
Django and provides the required basic interactivity features for the
plots (zooming, panning, selecting data points and exporting the re-
sulting plot as a picture). Some of these features require asynchro-
nous communications of the client web-browser with the backend
server, which is handled by the application server described in the
following section.

As a data container we chose Dask DataFrame. Dask DataFrame
is a large parallel DataFrame composed of many smaller Pandas
DataFrames, split along the index [13], [14], [16]-[19]. This makes
it possible to process large datasets, especially those that don’t fit in
memory, in parts.

The currently implemented interface allows one to choose a file to
load the data from, preview a few lines of it to help choose the col-
umns to use for plotting, and tune some layout parameters of the
resulting plot: plot size, data point marker parameters (type, size
and color) and others. An example of the layout is shown on Fig. 4.

Data  Layout a3
Selected color 0:6:5] | »
Not selected 04

Width: 500

Height: 500

Marker size: |

Marker type

circle

e ——
x

@

+ +
1.0000+5 1.500045

t

+ +
0.000e4+0 5.0000+4

Fig. 4. Example layout of the developed visualization system. The panel on the
left allows users to interactively set properties applied to the plot shown on the

right.

3.3.3 Application Server

Linking Python applications (in our case based on Django frame-
work) with the web-server is traditionally done via the Web Server
Gateway Interface (WSGI), which bridges the HTTP requests from
the web-server to the backend python application to be processed
by it. WSGl is supported by any modern web-server, but it lacks sup-
port for asynchronous communication between the client and the
application. To provide the necessary interactivity in our application
we used the Asynchronous Server Gateway Interface (ASGI), which
is anewer interface specification intended to provide asynchronous
operations support while providing WSGI backwards-compatibility.
To integrate the ASGI in Django we used the Channels package, which
makes it possible to process both the HTTP and the WebSocket traf-
fic, support for which is needed for communication with Bokeh. As
an application server we used Daphne as the officially supported and
recommended ASGI server by the Channels project [24], [25].

3.4 Performance Testing
We implemented two plot view modes: standard and rasterized.
These modes differ in performance and feature set. The purpose of
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the rasterized mode is to offload computations from the client when
handling datasets that are too large for the client device to keep the
user-interface responsive. In standard mode the plot provides a full
interactivity feature set, while in rasterized mode it lacks many data
layout properties (e.g. marker type, its size, etc) due to server-side
rasterization.

The sample dataset defined in Section 2.3 was used to test the per-
formance of both modes. As an application server a single-core VM
with 4 GB of RAM was used. Adding more cores and memory to the
server VM didn’t show any impact on the performance with the
sample dataset, so only results for the abovementioned configura-
tion are shown below.

As a client machine the laptop with the following characteristics
was used: Intel Core i7-6500U CPU, 8 GB DDR3 RAM. While the lap-
top CPU has 2 physical cores, 4 logical cores are actually addressed
by the operating system (0S) because of the Hyper-Threading tech-
nology. To carefully interpret the measurements it is important to
understand that 25 % CPU usage on the client equals 1 fully utilized
core (out of 4 virtual cores reported by the client OS) and is the
same as 100 % CPU usage reported by the server.

To compare the performance of the two modes we measured CPU
load of the client and the application server machines when loading
the sample dataset defined in Section 2.3. As a server we used a VM
with a single-core CPU, and a laptop with a 4-core CPU (2 physical /4
virtual cores) as a client.

100
== Server == Client

~
a

CPU Usage, %
o
S

>
[

o
=)

20 30
Time, s

@

== Server == Client
75

50

CPU Usage, %

25

Time, s

(b)
Fig.5.CPU load profiles of the client and server during loading visualization of
the sample dataset in two modes: standard
(a) and rasterized
(b) in both cases the same machines were used: the single-core VM as the server

and the 4-core laptop as the client.

Plots on Fig. 5 show the client and server CPU load profiles when
loading the sample dataset in standard (a) and raserized modes (b).
These plots show the dramatic difference in overall rendering time:
38 seconds in standard mode against less than 6 seconds in raster-
ized mode. It can also be clearly seen that in the rasterized mode the
client CPU was involved in computation much less time compared
to the standard mode.
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4 Conclusions

In this paper we showed how modern software technologies can
be used to build interactive web-applications for scientific and
educational usage. It demonstrates how cloud technologies help
implement scalable services, which becomes a necessity due to in-
creasing data volumes used in analysis, rapidly developing informa-
tion technologies and emerging new data analysis tools. Presented
architecture, despite its simplicity and targeting a small number of
clients, has good scalability potential (although may require further
decoupling other components of the system to cope with high-
er loads). The resulting data visualization system showed decent
performance, enough not only for educational purposes, but also
suitable for real scientific visual analyses of not very large datasets.
In our future studies we plan to investigate the ways to improve
performance of the system to make it more suitable for handling
larger datasets.
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