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Abstract

The paper is devoted to the problem of additive fault detection observer design for discrete LTI plants
with scalar measurement and external disturbance with the known spectral features. Choice of the ob-
server-filter parameters should maximize its sensitivity to the faults effect and minimize its response
to the external disturbance signal. These features are provided by the special filter, generating the cor-
rective signal. The specific spectral approach to discrete H, optimization in frequency domain, based
on the polynomial factorization, is applied with the aim to improve computational effectiveness of the
synthesis. Some theoretical aspects are discussed and the novel algorithm of discrete adaptive fault de-
tection observer analytical design is formulated and its effectiveness is demonstrated by the numerical
example with implementation of MATLAB package.
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AHHOTanUsA

CraThsl NOCBslleHA Npob6seMe NMOCTPOEHUS aAJUTHBHOTO HabJojaTess A OGHAapyXKeHUs Heuc-
paBHOCTeH A5 AUCKpeTHBIX 06beKToB LTI co ckalsipHbIM U3MepeHHeM U BHELIHUM BO3MylleHueM
C U3BECTHBIMU CIEKTpaJbHbIMU XapaKTepUCTUKaMU. Bpibop mapameTpoB ¢uibTpa-HaGI0AATENS
Jl0JKeH 06ecleynBaTh ero MaKCUMaJlbHYI0 YYBCTBUTENBHOCTb K BO3/eHCTBUI0 HEHCIPAaBHOCTeH U
MUHUMa/IbHYI0 DeaklMI0 Ha CUTHaJl BHEUIHEro BO3MYyILIEeHUs. JTH BO3MOXHOCTH obecliedHBaeT
cnenyanbHbld GUABLTP, GOPMUPYIOIIMI KOPPEKTUPYIOUMKA curHaj. CreluaabHbId CleKTpaJbHbINA
NOAX0/ K IMCKPETHOU H,-onTvMH3anuu B 4aCTOTHOM 06/1aCTH, OCHOBaHHbIA Ha MOJIMHOMHMA/IbHOH
dakTopUsaLuy, IPUMEHsIeTCs C LieJIbI0 IOBbIIeHU BbIYUCIUTEebHON 3¢ deKTUBHOCTH chHTe3a. 06-
CYy’KJal0TCsl HEKOTOpble TeopeTUYecKHe acleKTbl, U GOPMYJIUpPYeTCs HOBBIHM arOpUTM aHAJIUTUYe-
CKOTr'0 MPOEKTUPOBAHUA AUCKPETHOr0 alallTUBHOTO HabJI0jaTe Il 0GHapyKeHUsl HeHCIPaBHOCTeH,
3$PeKTUBHOCTb KOTOPOrO JeMOHCTPUpYeTCs Ha UYMCJIEHHOM IpuMepe C peaju3alded NakeTa
MATLAB.

KimoueBble c10Ba: nuHeiiHoO-KBaApaTHYHbIH QyHKIMOHA, H,-ONTHMHU3ALHS, JUCKPETHOCTb, Je-
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Introduction

Ever-increasing complexity of the controlled plants and enhancing
requirements of reliability result in significant attention, paid the
fault-related areas of control engineering, such as fault detection
(FD), fault estimation (FE) and fault-tolerant control (FTC). The first
step in fault diagnosis is fault detection, i.e. binary decision process,
determining whether a fault has occurred or not. It is obvious, that
well-timed detection of malfunction makes possible to correct the
control law timely, until the failure cause serious consequences,
so effectiveness of the failure effect suppression depends on fault
detection process. Various fault detection techniques, existing in
our time, can be split to data-based approaches (e.g. PCA) [1], us-
ing statistical criteria and model-based ones [2, 3], implementing
given mathematical description of the plant and usually including
asymptotic observers.

There are a lot of various approaches of approaches the mod-
el-based fault detection, such as the numerous methods, mentioned
in [3].However, there are some ways to improve effectiveness of
the fault detection process, especially in case of the external dis-
turbance with given spectral features or limited computational
resources. The algorithm, presented in this paper, is based on the
special spectral approach in frequency domain [4], and techniques
of spectral optimization and FD observers design, proposed in' [5-
8]. It does not contain such complicated procedures as solving of
Riccati equations or linear matrix inequalities (LMI). This feature
can crucial for the systems with real-time regime of operating, e.g.
for onboard control systems.

The paper is organized as follows. In the next section, equations
of a controlled plant are presented and problem of the optimal
adaptive observer-filter design is formulated. Section 3 is devoted
to description of the proposed approach with implementation of
discrete mean-square optimization ideology and formulation of the
observer design algorithm. In Section 4, the numerical example of
optimal controller design is presented. Finally, Section 5 concludes
this paper by discussing the overall results of the investigation and
possible directions of the future research.

Problem Statement

Let us consider a discrete linear time invariant system
X[7 + 1] = AX[¢] + bu[t] + ef[¢] + hd[¢], &
Y] = ex(z],

where 1X €E" is the state space vecto;ru € @1 is the control signal,
de is the external disturbance, is the slowly varying
fault, i.e. f[t + 1] ~ f[t] ,and Y € R" is output measured signal.
All components of the matrices A,Db,¢,€,h are known constant
values, the pairs {A, B} and {A,C} are controllable and observ-
able respectively. The sc%/stem (1) has the sample time 7T .

External disturbance “ for the system (1) is treated as output of
the filter with transfer function

S] (Z)ZNd(Z)/Td(Z)l.p (2)

where Ng(s) and T,;(s) are Schur polynomials (all their roots
are located in the open unit disk on complex plane) and U is the
white noise. It can also be represented it in the simpler polyhar-
monical form

d[t]= nZhAdiSin (T3 + 1), ”

i=l1

where A4, ®;, ¢, are amplitudes, frequencies and phases of the

@0 s the central
external

corresponding harmonics. Let us suppose that
frequency of the
disturbance
Adaptive fault detection observer has the following structure

(4)
x[k +1]= Ax[k]+ bulk]+ W[k],

v(2) =W (@) - &), ,
r=(y-e)=c(x %),

where 7' € E' is the residual signal, increase of which oyer a cer-
tain value indicates that the malfunction has occurred, ! € is
the corrective signal, lis the matrix and

W(z)=W(z)/W,(z) isthe transfer function.

Sensitivity of the observer (4) to the external disturbance d is to
be minimized to avoid false alarm, but it should be enough sensitive
to the fault signal to detect the fault. Effectiveness of distur-
bance filtration and sensitivity to fault are expressed by the follow-
ing indices [3]:

. 2 . 2
J=J 1y, Jy = minlF, ()], T = max|F,.d (e’ )| . G
weQy ®eQ)y

where Fd (Z) Ff (Z) are the transfer functions from the exter-
nal disturbance d and fault f to the residual signal 7, Qg , O
are areas of ®p and 0 respectively. Let us denote new variables,
characterizing deviation from the reference behavior

e, =X—X,e, =€ =y—cX,

and consider the error dynamics given by

e[k +1]= Ae,[k]+efTk]+hd[k]-1v[k], (6)

v(z)=W(z2)e, .

Then we rewrite the expressions (8) in frequency domain
A.(2ey(2) = ~L.(V + H.(2)d + E. () , @)
v(z) =W(z)e, , where

A.(z) =det(lz— A), E.(2) = 4. (2)e(lz— A) e,

H.(2)= A.(2)e(lz—= A)'h, L.(2) = 4. (2)e(1z—A) "1, (8)

and express the transfer functions F,(z), F,s(z) using notations

(7). (8)
Fa (s)= WZ(Z)(IZ‘I)Z(Z)' Ff (z)= WZ(Azzf)Z(Z)’ 9)

* Aliev F. A, Larin V. B,, Naumenko K. [, Suntsev V. I. Optimizatsiya lineynikh invariantnikh vo vremeni sistem upravleniya [Optimization of linear time-invariant control

systems]. Kiev: Naukova Dumka; 1978. 327 p. (In Russ.)
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where A(Z) is the characteristic polynomial of the closed-loop
system (8)

A(z) = A. (2, (2) + L. (2)W(2) - (10)

One can see that J is a functional of the matrix 1 and the transfer
matrix W(Z) and choice of these parameters should maximize the
value J

LW in, (1
J(l,W)—>{l{rV1Va}§Q, (8 )_’{ﬁ?ya}i‘g’ Jz(l,W)%{lflylVl}gQ,

where Q) is a set of the pairs {l, W} guarantying stability of the
designed closed-loop systems (9).
Spectral Discrete H, optimization

Let us denote new corrective term

V(2)=V(2)e, =Vi(2)/Va(2)e,
V(z)= L. (2),

and rewrite the expressions in the frequency domain (8) as
Ae, = —17(s)+ H. (z)d ,

V=V(s)e,.

(12)

As a result, error dynamics of the closed-loop system (10) depends
only on the transfer function V'(s), and the problem (11) can be
presented in the equivalent form

J(V) — max, (13)
VeQy
where Qy is a set of the stabilizing controllers V(s) :

Qy = A Wa () + Vi(z) 2 0, 1 21}

Firstly, it is necessary to minimize the value J5 . Let us introduce
the mean-square functional
5 . 1 Y 2 2~2." (14)
Jo(V)=1lim— ) (e, +k°Vv°)

Now N ; Y
where k is a small positive value. The problem (17) can be with ap-
plication of the spectral approach in frequency domain to discrete

SISO H, optimization, presented in [4]. In accordance to this algo-
rithm, we receive

Vo () (ATuR-2'N.)G(2)

(15)
Vo (2) (TuR-K*A.N.)/G(z)

Vo(s) =

where a division to 5(2) is done totally. In the formula (17)
G(z)= Z”G(Z‘l), m =deg(B.) the Schur polynomials G(z),
N.(z) are results of the fallowing factorizations

G(2)G(z ) =k*A(2)A(z™") +1,
N.(2)N.(z") =Ny (2)Ny(z YH.(s)H.(z ),

(16)

R.(2) isthe following auxiliary polynomial

(17)

G(z) kK*4(z)N.(g))’
R —
)= Zg, z T(g:)G'(g:)

and &i, 1= 1,_n , the roots of the polynomial 5(2) . Then we split
roots of the polynomial V1( ) into the two groups &; i =1, ng,

Ny; J =Ly, ng+ny =deg(Vy (z) , calculate the polynomials
Lo(z)= H(Z_éf)’ W(z)=Vo1(2)/ Lo(2), Wa(z)=Va(z), (18)

and constlr:lllct the vector 1 such that

A(2)e(zI-A) 1= Ly(2)- (19)

Let us note, that choice of the small parameter k results in de-
crease of the value “2 and decrease of the closed-loop system
stability radius. Note, that if all roots Zi of the polynomial A(z)
(10) meet the condition |Z | <r then A(z)can be parameterized
A(z)=A (z y) in accordance to the discrete theorem of the poly-
nomial roots’ allocation? [9-14]:

A(z,y)z {(A(z,y), if n divides 2,

z—a,(y,r))A(z,y), if n does not divides 2,
- p
Alzy)= H(22 +al(y,r)z+al( ,r)),p =[n/2] where

i=l
f—v, )+eXP(—L”+1/L”—vlz)),

al(v.r)=7> exp(=vi ), @, (v.7) = rexp(~vio) ,
Y= {yll7Y127Y217Y22:"'7Yp1>Yp27Yp0 }

(20)

a}( ,r) = —r(exp(—ﬂ -

One can see that the value F,s (1) characterizing sensitivity of
the detector (4) to the constant effects is inversely proportional to
A(1) and, taking into account the following inequality,

’

A(l, ﬁ) = ﬁ(zz +a (y, r)z +a) (y,r))z ﬁ[l —exp(— Yil )r]

i=1 i=1

so reduce of the parameter 7 can result in so decrease of the func-
tional J, .

This problem can be overcome by implementation of the scheme,
proposed in [8], and based on deformation of the external distur-
bance shaping filter (2), i.e.

using of the modified polynomial N, (z)

., (21)
Ni:(2)=N:(2)N(2)

where N(z) is a Schur polynomial with the given stability radi-
us r, instead of the polynomial N (z) in the calculations (15) -
(17). The polynomial Ni.(z) can be parametrized by the formu-
lae (20) ]\A](z) = ]\A](z,y,r) and, consequently, the functional J
can be considered as function of the parameters Y, r,and k, ie.
J=J(y,rk) and maximized with application of any numerical

2 Veremey E.I. Srednekvadratichnaja Mnogocelevaja Optimizacija [RMS Multiobjective Optimization]. SPb: SPbU Publ,; 2016. 408 p. Available at: https://www.elibrary.

ru/item.asp?id=27247867 (accessed 29.07.2022). (In Russ.)

CoBpemMeHHble
nHGopMaLUOHHbIE
TexHonornu

n UT-o6pasoBaHue

Tom 18, N2 3. 2022 ISSN 2411-1473 sitito.cs.msu.ru



Y. V. Knyazkin

COGNITIVE INFORMATION TECHNOLOGIES

IN CONTROL SYSTEMS 593

method, e.g. Nelder-Mead algorithm. Finally, let us formulate the al-
gorithm of the optimal observer-filter design [15-21].

Algoritm 1.
1. Set the initial parameters: maximal stability radius of the observ-

er . —,0, ﬁzdeg(l\}(z) , yzyo,and k=ko-
2. Calculate the polynomials

A.(z)=det(lz— A), E.(z) = 4. (2)c(lz— A) e,
H.(2)=A4.(2)e(Iz—A) "h.

3. Execute factorization of the polynomials
G(2)G(z Y =k*A(2)A(z) +1,
N:(2)N:(z7)=Na(2)Na(z Y H:()H:(z7),

where G(z) and N.(z) are the Schur polynomials.
4. Calculate the polynomials N(z)= N(Z,’Y,}") by the formulae

(20)and Ny.(2) = N:(2)N(z) -

5. Calculate the auxiliary polynomial R(z) (19)
5 G(z) k*A(z)N.(g;)?
Ry~ 3G EARN.(2)
o & —2 T(g)G'(g)

where &i, j = L_n , are roots of the polynomial G(S) .
6. Construct the transfer function V' = V(s) 17)

Vor(2) _ (4.7,R-2"N.) G(2)
Ve(2) [T R-K*AN.)/G(2)

Vo(s) =

where a division to é(z) is done totally. £
7. Split roots of the polynomial Vl(z) into the two groups **,

i=l,ng m; j=l,n, ne+ny=deg(Vy (z) - calculate the

polynomials
Lo()=T [ (=) () =Var() La(2). Wal) =Vin ).

i=1

and construct the vector | such that A(z)e(zl—A)™'1=Ly(z)
by the formulae (20), (21).

8. Evaluate the functional J (11).

9. Maximize J , repeating the calculations 4-8 with new parame-
ters ', searched with any numerical method, eg Nelder-Mead al-
gorithm. Receive the ogtimal parameters Y =7 .

10.1f J =J(k,0.y ,y ) is too small, then repeat steps 2-9 with
new parameters k, r. Receive the optimal parameters k = k",
r=r .

11. Construct optimal 1=1,, W(s)=W,(s), using the optimal
parameters.

Example of Synthesis

Let us demonstrate the practical implementation of the proposed
algorithm by the example of marine ship moving on the horizontal
plane with constant longitudinal speed. Consider the plant (1) with
the following parameters [7], [22-25]:

Vol. 18, No. 3. 2022 ISSN 2411-1473 sitito.cs.msu.ru

0.9064 0.063 0 0.00196 0.041
A=[0.0048 0.9283 0| b=e=|0.00160 |, h=|0.00076 |
0 0.1 1 0 0
c=(0 0 1) T, =0.1
External distl’lrbance d(t) can de expressed by the formula (2)
with shaping filter

1 ,
Si(z)=
)= 3 T 50837 71,003

and the central frequency ®¢ =0.45, or in the polyharmonical form

3)

d[t]=sin(wotTy ) +0.1sin(0.9m¢7T; ) + 0.1sin(1. 1wt Ty ) .
Let us choose € =[0,0.1], Q, =[0.9w,1.10], ko =0.1,
=09 , p=2,4"= (1 1) and execute the Algorithm 1. We

receive 1 =09 , k =0.03, y* =10'5(1.749 0.376), and the

parameters of the optimal observer

Lo =(0.6347 —0.6103 1.0000)" -

3.581z% —5.373z+2.059

W(z)=
(2) 23 +0.1951z% —=3.3832+2.194

Figure 1 represents frequency responses Ard and Ar of the transfer
functions Frd and Fr (9). Note that the response Ard is close to 0
on zero frequency and in the area of ®y, i.e. effect of the external
disturbance d(t) is successfully suppressed. Fault detection pro-
cess is presented in the Figure 2: the fault occurs at 200 s and is
successfully detected.

-3
, %10
T
\ —IF W)
1.5 1 - [F W
Y
, 1
\
\
05 [ AN
S
S — -
. ~ == ==
0 0.2 0.4 0.6 0.8 1

20 X

s [ (1)

r(t), rad

0 100 200 300 400 500 600

t,s

Fig. 2. Fault detection process
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Conclusion merical example: linearized model of a marine ship plane motion.

A new fault detection technique, based on analytical spectral dis-
crete H,-optimization, has been presented in this paper. The pro-
posed approach can be implemented to various plants, affected by
disturbance with the given spectral features. Working capacity and

On the other hand, there are some serious demerits. First, the pro-
posed algorithm does not take into account dynamics of the fault.
Second, it cannot be applied in case of plants with multidimensional
output, external disturbance and control signals. Overcoming of the
mentioned demerits is the object of the future research.

effectiveness of the formulated algorithm are illustrated by the nu-
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